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Abstract — This paper analyzes the investor behavior in
situations of speculation and crash on stock markst The

investors’ main behavioral features are addressedhotably

those related to cognitive and decision-making madts, in

order to obtain an individual and an aggregated
behavioral profile of the investor in situations ofextreme

events.

Keywords: Financial Crisis, Speculative Bubbles, Investor
Behavior, Rationality, Iterated Prisoner’s Dilemma

1. Introduction

The complexity and dynamics of the financial

acfc@scte. pt

problem under analysis, departing from the assumpti
that investors do not make use of any type of aié
or hedging strategies, and their investment detisare
geared to stocks (and in bonds only to minimize the
risk); the investment in other instruments, like
derivatives, is only considered in the case ofranst
link to stocks. It is important to note that theote of
this type of approach (game theory) is essentdlly to
its focus on the behavior and decisions of the gray
individually and in group. The impact of the dynami
and actions of players on the market where the game
played is also analyzed.

markets make this matter an extremely interesting Some features of investor behavior

subject for analysis. More specifically, the in@ed
instability of the markets, characterized by pesiauf
strong  speculation and by crashes,
macroeconomic and monetary stability. This rediiag

led in part to a rise in related studies and tloeeef
allowed many new hypotheses. Different proposale ha

Human beings have always been the direct or

affectimdirect focus of theories in the financial and iabc

sciences generally. Human behavior and its respecti
features have been a key element for the success of
several models, either from a micro or macro point

been made to shed light on the dynamics of the etarkview.

and its recent shape.

This has played a major role in the research into

This is the context in which we debate investorsfinancial markets. As can be seen in the first majo

behavior in extreme situations in the financial kedr It
is demonstrated that investors can develop codperat
attitudes in a speculative period (known as bubfdeds

studies on portfolio theory, made initially by Markitz
(1952) and later by Sharpe (1962) and Ross (19/i6),
definition and concretization of the investor's beior

to maintain a favorable position that brings abovevas key to the efficiency and explanatory capaoity

average benefits; in addition, their actions aagvéid in
more unstable situations i.e. prior to and everhat
exact moment of a crash.

these models.

However, the lack of accuracy demonstrated by
these models in several market situations opened th

Firstly, a methodological approach to the problemvay to new approaches which essentially focus en th
based on considerations about investors’ behaviatharacteristic features of the investor and hipeetve

notably cognitive and with intellectual limitatignss
presented. Then some characteristics implicit iagh
in uncertainty are defined.

This involves making a brief review of the intriosi
characteristics of extreme, but real,
specially on the market crashes of 1929 and 2000.

Finally, a game theory model is presented for th

events based
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decisions. This has provided new possibilities to
understand some events.

2.1.The Rationality postulate and
deficiencies in information processing

the

The rationality and consequently the processing
gnd use of information in the decision-making pesce
are topics that have always intrigued economic and
financial researchers. The association of the sitipa
of rationality to the economic man, made by several
theorists, has been used, across the years, ageafpb
assumption in the construction of several models.
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Following this idea, it is assumed that the agexst the functioning security market does not allow the
knowledge to make the best possible decisions én tipersistence of arbitrage opportunities becauseriiesu
existing environment and with the intrinsic limitats, are not mispriced over a long period of time (Boglie
supported by a well-organized and stable system af, 2009; Ross, 1976).

preferences, and in a context of perfect infornmtio

leading him to the best possible action (Simon5)95 Notwithstanding some other important models, it is

turn lastly to the Efficient Market Hypothesis (ENMH

It is therefore assumed that in a context of pérfetike the abovementioned assumptions, EMH assumes
information, the agent can process this informatiothe market to be efficient and that individuals are
correctly and thus make the right decisions; armational. Basically, a market is efficient if theaded
imperfect decision can be the result of an asynimetrassets reflect all the available information in igeg
information context. time, and if the price of the asset adjusts askiyias
ossible to the new information; this leads to rdran

postulate to be a vital assumption to several nsdieé g(l)kg)as the prices change unpredictably (Boefieal
Keynesian theory, for example, showed that goo%i '

predictive models can be constructed in a wayithadt 2.1.2. The behaviorists critique and alternative
based on this postulate (Blaug, 1992). As Arrow8{9 )

70) refers: t don’'t know any serious derivation about ~ Despite the huge advances brought by the

the currency demand based on rational Opt|m|zdt|0n abovementioned theories to the evolution of finahci
and economic theory, they tend to fail in several

Therefore, an in-depth analysis of this issue igjiyations because they are usually based on aatioem
made, starting with an overview of the orthodoxynajysis, which is concerned with the rational Sotu
financial theory, followed by the ideas of thefor the decision-making problem. This solution fesu
behaviorists, evolutionists and neuroeconomic 8&r fom the definition of the ideal decisions to apaoh,
The main objective is to provide an alternativgather than a descriptive analysis of the way irictvh

the utilitarian agent in the subsequent model @eriv Riepe, 1998).

later on.

However, despite the acclamation of the rationalit

) o ) ) One of the critiques made by behavioral finance is
2.1.1. The Financial vision of Rationality that almost all investors suffer from biases ofgjongnt
and decision-making, sometimes called cognitive

_Markownz (1952) was the f'rSt. to bring a well i||(leSi0nS. For this reason, the investor does rhabgs
designed approach for the selection of assets an

. ; : i process information correctly and tends to assuskes r
construction of an asset portfolio to the finantiegdory. . :
In his attempt to explain the allocation and sébecbf that d(.). not gcknov_vledge, this ]eads o incorrect
securities in a portfolio, he made a set of assiomgt probab|I|t_y dlstr|but|_ons anq Inconsistent and

. DR e L systematically suboptimal decisions (Boéieal, 2009;

notably the rationality principle. More specifioaliit is Kahneman and Riepe, 1998)
assumed that within a context of perfect informatioe ' '
investor maximizes (or should maximize) the Overconfidence is one such bias. When the
discounted expected returns, and diversifies (oulkh investor makes his own prediction, he often seterg
diversify) his funds among all the available seesi narrow confidence interval, thinking of specific
leading to a situation of maximum expected retutth@ quantities and anchoring too much in his own
mean-variance portfolio (Markowitz, 1952). prediction. Unfortunately, few people are able to
falibrate their predictions well and judgment esrare

Some years later, the Capital Asset Pricing I\/lodec’ommon Moreover, this phenomenon is expected in
known as CAPM, was developed in articles by William ' ' P P

. dynamic environments where the agent systematically
(Slhgasrep)e 1%?36;)0 d\za(l)?gcb;rggeorn %}262'&132?]3‘;?”;\6/'&35 ces different problems and cannot learn with past
the Ievél of risk and the expected return of argtaaed examples as quickly as other agents in more stable
) P S environments (De Bondt, 1998; Kahneman and Riepe,

on the following and subsequesquilibria. The set of

assumptions used is quite similar to what was d 1998). If the investor is rational, the environmexil
Pt ) q . Lm’. €9 pe indifferent to his decision, making it well ¢akted
Markowitz. All investors are rational mean-variance

optimizers; hence, if all investors are rationhgt will and I_ead|r]g to th? same or similar behavior to that
’ e Hlescnbed in financial models.

all analyze securities in the same way and shage t

same beliefs, which leads to homogeneous expeggatio  Optimism is another important bias that supports

(Bodieet al, 2009). the critique made by behavioral finance to the

rationality postulate. The agent tends to rely toach

gn his own beliefs and talents so that he exagestae

- L . uture outcome. Mixing optimism with overconfidence

(1976). Though similar 1o CAPM, it is more gendral will generate an overestimation of the knowledge

;he fzi?jre tg?t ?e Sseetcug;y :‘gtztig;: a:glgtee Sdcm\j\?it(:]ghtheacquired and an underestimation of the risks, teath
. . . X an illusion of control in most events (Kahneman and
macroeconomic, financial or business sect

environment. The main assumption is that a Weﬁl%epe, 1998; Shiller, 2000).

Another important asset pricing model is known a
the Arbitrage Pricing Theory (APT) by Stephen Ros
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While these two biases are a great constrainteo tlobject has a higher value in the individual’'s diecis
investor's decision-making process, the hindsiglas b criteria. This heuristic relies on low cognitiveildlp
can also play an important role because it encagragand is often systematic. The problem focuses offiattte
the agent to see the future as more predictable itha that the individual chooses the recognized object
really is, and this will heighten overconfidencétie because he has more information about it and acting
event had been predicted, many of the bad situmtioagainst the recognized object requires more cagniti
would have been avoided because almost everyoa#fort (Pachur and Hertwig, 2006; Vokt al 2006).
would have modified their actions (Shiller, 2000). Another heuristic that influences the decision-mgki
ocess is known as the adjustment and anchoring

Over-reacting to change events is another bias t Oces: Th hori ined ab
is closely linked to the overconfidence phenomdite euristic. The anchoring process was examined gbove
but in this particularly case it is associatedhe mental

investor believes that random moves are more Iikazly short cut of adjustment. In some uncertain situtiohe

occur than systematic ones, impelling him to percei . ! ) :
S ) agent estimates the final outcome, starting frogivan
patterns that do not exist; this indicates overictamice injtial value that is adjusted over time to yielktfinal

in judgments about uncertain events (Kahneman a8sult. Different initial or starting points obvisly yield

Riepe, 1998). different estimations that are biased toward th#aln

All four judgment biases are generated andalues, in a phenomena caused by the anchoring. Thi
amplified by certain types of anchor. In generalpple problem is catalyzed essentially by insufficient
tend to anchor too much because, when makimgdjustment and the existence of biases in the atrafu
ambiguous and complex decisions, they are infludncef events that are known as conjunctive (event$ tha
by the readily available information. Themust occur in conjugation with others, like a npléi
overconfidence and optimism biases may appear #tep plan); and disjunctive (events that are sstoks
situations where the investor uses gquantitativehars; at least one event is favorable) (Tversky and Katare
e.g. the most recently remembered price or theesear1974).
milestone to a major index. These anchors can tead
several judgment errors, creating an illusion preain.
On the other hand, moral anchors can be resporfsible Evolutionism is another approach that represents a

the hindsight bias because when the market is ngkferent way of analyzing the rationality postelafhe
working well, people tend to hold on to stories angppjication of Darwin’s theory of evolution to e@nic
a more predictable world than actually exists. Thgears, principally because some authors considenit
fragility of these anchors lies in the agent'sidiffty in  mechanic and biological to be applied to the dyrami

using them to think ahead to contingent future slens  of sciences that deal with social and economic lprob
(De Bondt, 1998; Shiller, 2000). (Aldrich et al, 2007).

Another limitation of the rational decision process Despite these critiques, nowadays evolutionism is

is due to the heuristics used. In the original Greegp, important theory that can give a valid alteneato
definition, adopted by Duncker (1945), heuristiert®s  he rationality postulate.

to find out or discover” and is used to describategies - o S
such as “looking around” and “inspecting the prafsle The critique of the rationality postulate implied i

A few years later, Simon (1955) defined heuristiss the orthodox financial and economic theory is dnetd
strategies that facilitate decisions. More recenthe in the most general and simplified way, by the theaf
term has evolved, especially in the decision-makintylayr (1988), known as paradigm of program-based

segment to denote strategies that help to find tand Pehavior.
discover correct answers to problems in the praisébi Mayr's theory essentially relies on the fact that a
area of decision (Goldstein and Gigerenzer, 2002). agent’s behavior can be seen and guided by programs

However, when dealing with optimizer behavior€ncoded to face different situations. These program
the use of heuristics to solve problems sometireadd allow the agent to foresee and face the conseqsefce
to judgment errors and inefficient final outcom@ie his potential choices in uncertain environmentseseh
representativeness heuristic is an example of this. Programs are constructed and mutated by a prodess o
uncertain situations, a judgment is made by lookihg learning and evolution, through which they become
familiar patterns and making an assumption that tH@ore adapted to the relevant characteristics oérgiv
future will resemble past patterns. In these casesp Problems and environments. This process tends to
without a sufficient consideration about these gvatt, €liminate and replace inadequate programs with new
probabilites can be forgotten which results irPrograms with different characteristics and knowked
overconfidence. Individuals dealing with uncertairin order to make decision-making more accurate.sThu
environments such as financial markets may use tH}ograms tend to be more adapted to the different
short-cut and make decision mistakes (Shiller, 200@roblems and are a product of the agents’ evoludiuh
Tversky and Kahneman, 1974). In addition, recogniti learning (Mayr, 1988; Vanberg, 2004).

heuristic _reﬂects a lack of information process_lngthe The implication of this theory to this discussion
agent. It is used when the agent faces a choioeebet |gjies on the possibility for specific actions te bot

two or more objects. In these situations, the knowpiional (from an optimizer way of thinking), evéfn

2.1.3. Evolutionism approach
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programs are well adapted to the particular prokdech frustration which generally lead to bad or inefficf
environment. It is allowed trough this theory thedecisions. Notwithstanding, their general inteltige,
possibility of the existence of a systematic actdon logic reasoning and knowledge is unaffected (Kognig
observed behaviors that can be considered asomedti et al, 2007).

and that are classified as anomalies (Vanberg,)2004 This profile of a VMPC (Ventromedial Prefrontal

2.1.4. The role of emotions and theCortex) patient can be explained by Damasio’s Smmat
neuroeconomic analysis Marker (1994). In cases of decision-making which
require the evaluation of future consequences, the
The role of emotions in the decision-makingsomatic marker classifies the future action as good
process and questions related to the analysis b&d. The somatic state makes the decisions quanier
utilitarian rationality has received growing suppar more effective. Lesions to the Ventromedial Pretabn
recent years. Neuroeconomics is one field that h&3ortex cause the somatic signals guiding the adtion
devoted considerable effort to this area. One eftiain  fails. As a result, patients show indifference tsgible
points of research in neuroeconomics is the refatiduture consequences of their actions, and are artabl
between brain activity and the choice and decisiorsee beyond the present. (Butman and Allegri, 2001;
making process under uncertain conditions. TheateuDamasio, 1994)
reactions to some situations of choice can lead to
better understanding of how some decisions andracti
are taken.

According to some empirical studies by Bechetra
al (1994, 1996 and 1997), and Koen&sal (2007), the
main conclusion, is that VMPC patients have more

Damasio (1994) gives two examples that illustratatilitarian judgments and act more according to the
this problem. The first is that of Phineas Gage Vismd economic and financial doctrine of rationality altigh
in the mid 19 century in New England. He was amay not be the best strategy (because this behdoes
foreman working on the construction of a railro@th a not take into account the importance of emotionthin
given day, when he was trying to detonate a pile afecision-making process)n studies using card games,
rocks, an iron bar was projected into his faceeemg VMPC patients prefer to take risks and dangerous be
in the left side of his face and getting out by thp of without considering the future outcomes of theticars.
his head. Phineas did not die and was fully conscio In the study by Koeniget al (2007), VMPC patients
when he went to the hospital. Doctors today woul@iave no difficulty in taking decisions in more einogl
know that this was a lesion in the Ventromediaind stressful situations, which leads to more icieffit
Prefrontal Cortex and that the other important rbraidecisions/outcomes in a utilitarian way.
lobes were fully intact. Although he resumed normal

life two months later, but never more was the sarhe. . - . . )
balance between the intellectual and instinctivdesi important role in the decision-making process, ilegd

had been destroyed and he became unpredictable t(r)}égore efficient choices. It is known that uncofiad

indecisive, displayed few emotions, made countles tions - can Iegd to_irrational behawor._ Bl.lt the
! ; ! Rduction of emotions can lead to equal irratignall

plans for the future which were easily abandoned. ehavior (Damésio, 1994).

was no longer able to work as a foreman, but tineesa

problems arose when he did other jobs. He was anabl If emotions are responsible for irrational and

to make decisions that were coherent with higsational decisions, the individual is not fully iatal.

knowledge. He died years later from a pathologykmo But without emotions and with an increase in the

asstatus epilecpticus. utilitarian judgment, his decisions can be equally

. . . irrational and so the rationality postulate implied

Damas_los second example is f[ha.t of !E"'o.t Whomost of the models cannot be cgrrsct. P

had a brain tumor known as Meningioma; this was

surgically treated by removing frontal lobe tissué a 2.2.The dynamics of the investor behavior

lesion in the cortical region had damaged the o . o )

Ventromedial Prefrontal Cortex (the temporal, oitaip Arriving at this point, it is appropriate to anatyz

and pariental regions were intact, as were thelbadhe particularities of the investor in a dynamic

ganglions and thalamus). Nevertheless, he maded g&nvironment, highlighting and detailing the facttat

recovery but, like Phineas, was never the samenagafietermine his behavior in the market.

He rarely got angry, and rare were the situatiohsrw In investment dynamics, many decisions are made
he expressed emotions. This was caused by pooSccgnq this process is extremely intensive and demandi
to the social knowledge which is essential to morg is important to define the features that determihe

advanced reasoning. Some of the tests conductghcess to provide a profile of the investor. Trubyief
revealed he was unable to make an efficient detisiQaview over the preferences of the investor's

and sometimes no decision at all (Procrastination). preferences, the way he makes a choice and the

In these cases and others of lesions in thHéeterminants affecting the decision-making prowetis
Ventromedial Prefrontal Cortex, patients show€ made.

diminished emotional responsiveness and limitedasoc 2.2.1. The vision of orthodox financial theory
emotions, closely associated to moral values. ey

sometimes exhibit above average tolerance to aangr

It can be concluded that the emotional side plays a
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In financial theory, the investor’'s features aret pa Every investor will generally possess the market
of aggregated models that try to make a macmortfolio and will invest in a risk-free asset @nder to
explanation of market behavior; this implies defgpia respect the two fund separation), so the wealth beil
more general, and less precise, set of assumpfions allocated between the rf (risk free asset) and the
the investor. tangency portfolio. But because the investor ik-ris
averse, he will only invest in the risky asset i§ h

o n t’h|s context, the first assumption refers to .th%xpected return is higher than the rf (McDonald and
investor's preference to smooth his consumptmrg.

because of- (1) Time Consumption and the (2) Ris iegel, 1986). Then it will be respect mean-vamanc

Dimension. The first is based on the fact thato ' ance:

consumption is higher than the income in the egabrs Ha=Hy, and 9,<9y,

of active life, because of situations like purchgsia Asset a dominates asset b if or )
house or a car. However, during those times, sa\éng Ha>Wp and 9,<9y

ponstltutgd, that will be spent a}fter.retlrem.enkewhhe . Moreover, he will look for changes in the
income is zero and consumption is positive. Thé& ris

. : : composition of the portfolio in terms of the coatsbn;
dimension factor is based on the fact that theréuts this implies that the construction of the portfoliall

uncertain and that many states of nature can occ?gainly take securities that have a correlationeifueen

which n turn mal_<e_s it necessary to Ievel_ of -1;1[ into consideration (Bodiet al, 2009; Markowitz,
consumption so that it is not excessively concésdiran

potentially unfavorable periods (Danthine andl%z)'
Donaldson, 2005). It is assumed that a more risk-averse investor will

. - . allocate less wealth on the stock market; howetves,
Based on this, the process of decision-making can

be divided into situations of certainty and undetia ;sﬁerr}ﬁSrenS?(s)rdepends on the intrinsic utility function
While the assumption of rationality can be accejieal '

situation of certainty (with the appropriate resgions Also, according to the CAPM, all investors possess
because the choice depends on the framing of thiee market portfolio and will therefore be pleasdten
problem) with every investor having a completehe market goes up and sorrowful when it goes down;
preference relation and the property of transitiit a because they respect the law of decreasing marginal
continuous relation, this is more difficult to occin  utility. This implies that what really matters tdet
uncertain situations. In these situations (likettely), it investor is getting additional good payoffs in bad
is assumed that the preference relation is comple@ircumstances (of low market returns), which inntur
transitive and continuous, with an independence ohakes the investor less enthusiastic about addition
irrelevant alternatives. This last assumption ist ngayoffs in good times. It can therefore be conatlidheat
common ground because it depends, for exampléieon the investors like assets with low covariance wiih
way in which the problem is placed (framing); thidl  market (Bodieet al 2009).

be analyzed in more detail below (Danthine an . .
Donaldson, 2005; Huang and Litzenberger, 1988). %.2.2. An alternative based on Behavioral

o : o Economics and Finance
Another assumption is that the investor is risk-

averse, because he usually wants to avoid a faiblga (a) Hyperbolic Discounting

(when in an uncertain environment); his utility étion

is concave because, as the wealth increases, ititg ut Most decisions made by an investor involve a
from the additional consumption decreases (alsavkno trade-off between outcomes/choices that will have
as decreasing marginal utility). However, despite n effects on different periods; which in the real keds
being assumed directly in the portfolio theory,sthiimply that the investor has to decide between
degree of risk-aversion can be measured in two ways investment options that may be more valuable in the
in terms of absolute risk aversion (ARA), that isfuture than in the present. This relation is cagduin a
sensitivity to the amount and; b) relative risksmien conventional analysis by a discount function. Wttle
(RRA), i.e. sensitivity to the proportion of wealdt help of this instrument, it is possible to measthe
stake. Thus, it is assumed that an investor wily ptay  Utility obtained from a series of future consumptio
a fair game if there is a certainty equivalent, ii¢here situations, occurring at regular intervals, leadioghe

is an amount of money that is a certain equivaienhe calculation of a Discounted Utility Function.

investment that he could make (Holt and Laury, 3002 U=, F(d) u(c(t+d)) )

Assuming the above, the problem for the mvest%here F(d) is the discount functiont the time of

is to maximize the expected utility of his Wealthevaluation andc(t+d) the resources consumed at time
allocated in the possible investments. To do so, qu (t+a)

integrates mean-variance preferences so that wieza t

are investments with the same mean, he choosemthe Thus, the discount function is a declining function

with the smaller variance, and in the case of imests of delay and often given by a discount ratavhich is

with the same variance, he chooses the one with ttiee proportional change in the value Bfd) over a

larger mean (Markowitz, 1952). standard time period. It is also important to rtbeg the
decision maker is impatient and the rate of chamfge
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F(d) is the pure rate of time preference. In additfon, inconsistency, several anomalies, linked to thestzomt
rational decision makers, the rate in which monegiscount theory can be summarized:

should be discounted must equal their marginal ote
substitution between the present and the futuréhéo
market interest rate.

Delay effect if we elicit the present-value of a
delayed outcome or the future value of an
immediate outcome, then the longer the delay, the
Taking the following example: if we actually prefer larger the obtained value of the discounting factor
5€ in 3 months to 4€ in 2 months, then in 2 motithe (Read, 2003);
we will prefer the 5€ in 1 month to 4€ immediately
unless there is a sudden need for cash. However, th ) i
may not occur with certainty and can imply an of two outcomes is the mt_erval between them. S_o
inconsistent time preference. Taking the exampikesng discounting depends heavily on the length of this
by Ainslie (1975), Ainslie (1991) and Read (2003) |n_terval, in that longer mFervaIs lead to smaller
where we have a choice between two alternatives: a discount rates or larger discount functions (Read,
smaller-sooner (X) and a larger-later (Y); whileeth 2001);
larger-later alternative is preferred when both are \agnitude effect This means that the discount
substantially delayed, when smaller-sooner alter@at  rate is higher for smaller amounts (Green al,
becomes imminent it undergoes a rapid increase in 1997; Read, 2003; Shelley, 1993);
value and is briefly preferred. For example, theléen-
sooner reward can be the p|easure from a Cigaﬂeﬂe . Direction effect the discount rate obtained by
the larger-later reward might be good health. The increasing the delay of an outcome is greater than
prospect of good health is preferred when looking o that of reducing that same delay (Loewenstein,
week ahead, but the desire for the cigarette gfaster 1988; Read 2003);

than the desire for good health as time passes, font Sign effect The discount rate is lower for losses

what may be a very brief period, the cigarette is yn  for gains (Antonides and Wunderink, 2001;
preferred. Thaler, 1981);

This kind of situation makes it difficult for the |
agent to plan the future and stick to it, which
degenerates into procrastination. This example also
shows that the discount rate does not always change
proportionally to the value df(d) over a standard time
period like the one referred. Due to these time
inconsistencies, a hyperbolic discount function ban

Interval effect: The difference between the delays

Sequence effectsA sequence is a set of dated
outcomes all of which are expected to occur, such
as one's salary or mortgage payments. People
usually prefer constant or increasing sequences to
decreasing ones, even when the total amount in the
sequence is held constant (Chapman, 1996);

the best way to illustrate this type of behavidnstead (b) Prospect Theory
of exponential discount functions as assumed when t ) ) _
decision maker is a rational agent, because itiders For orthodox financial theory, the evaluation of

there may be a brief and temporary reversal iAutcomes and the decision-making process can be
preferences (Read, 2003).It can therefore be ¢mitl tanalyzed by taking the expected utility theory into
individuals do not always smooth their consumptiofonsideration. In this theory, it is assumed thaestors
because, at one point in time, the agent may revss attémpt to maximize the expected utility of thdioices

preferences (Steel and Konig, 2006). between risky options, giving weight to each outeom
according to their probability and choosing the ol
High Soend the highest weighted sum (Luce and Raiffa, 1952 |
- Spending

also assumed that the psychological value of mamey
N goods follows the rule of diminishing marginal ifyi)
Utility Preference reversal N which is represented by a concave utility function,
’ implying the presence of risk aversion (Levy, 1992)

= = Saving

Prospect Theory however posits a different way of
analyzing this problem. It is assumed that the tgyen
evaluate outcomes based on the deviations fromengi
reference point, instead of the level of net assets
Figure 1: Possibility of reversal of preferences (Steevalue. The real deal, however, is the identifioatiaf
and Kénig, 2006) this reference point. At the moment zero, it isalisu

assumed to be theatus quobut in some other cases it

Another point that is not consensual is thenay be the aspiration level or another point. Allie
consideration that money should be discounted at tithis, the agent is not always risk-averse and vhiges
prevailing market rate (Thaler, 1981). In fact, peodo  depending on whether we are dealing with gains or
not apply the same rate to all decisions, beingeats losses (Kahneman and Tversky, 1979).
this rate highly domain dependent and even in the
domain context dependent from the choice context, .
(Chapman and Elstein, 1995). In addition to tim%

Future
2

Time

For example, an experiment by Kahneman and
sky (1979) gave the choice of a certain outcoifne
3000 vs. 80% chance of winning $ 4000 and 20%
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chance of winning nothing. 80% of the respondentsnown as the pseudocertainty effect (Levy, 199230A
chose the certain outcome. However, when dealily wichanges on probabilities near to 0 or 1 have atgrea
the same problem but in a negative frame, 92% ctmseimpact on preferences than comparable changesein th
gamble when there was 80% chance of losing $ 4000iddle probability range, leading to behaviors of
and 20% of losing nothing to a certain loss of 8@&0n  subproportionality (Tversky and Kahneman, 1986).

both cases the option with the lower expected valag .
chosen, which is incoherent with the expected tytili (c) Mental Accounting

theory and highlights the risk profiles. It suggesiat The mental accounting theory has proven to be a
|nd|V|(_3IuaI utility functions are concave for the rt_ia|_n partially effective and efficient approach, alonighathe

of gains and convex for the domain of losses; i rospect theory, to understand the behaviour ohtage
pattern known as the reflection effect to the ref€e anq particularly of investors. For Kahneman and

point. This implies that the sensitivity to changes Tyersky (1984), mental accounting is an outcomméa
assets decreases as one moves further in eitleetidir which specifies a set of elementary outcomes that a

from the reference point (Kahneman and Tversky9197¢y51uated jointly and the manner in which they are

Laury and Holt, 2000). combined; it is a reference outcome that is comsitle
valiia neutral or normal. It supports three important dead:
'y the prospect theory value function over gains asdds
is used in relation to a reference point; both gamal
loss functions display diminishing sensitivity; #te
initial reference point gtatus qud the agent is risk
> Gilooma averse (Thaler, 1999).

Losses Gains One of the main proposals of this theory is that

people behave according to the hedonic framing
proposition, i.e. they segregate gains and integrat
losses (because the respective functions are cersoal/
convex) and more specifically, integrate smallessts
Figure 2: Prospect Theory utility function (Kahnemanwith larger gains and segregate small gains fragela
and Tversky, 1979) losses (Thaler, 1985; Thaler, 1999). However, this
proposition can sometimes fail, principally for the
However, the previous example shows that thgtegration of losses, as Thaler and Johnson (1990)
propensity for risk depends on the way in which thehowed in their research. People sometimes thir it
problem is placed, i.e. the way it is framed. Fogood to integrate losses, which intuitively implteat it
example, in Kahneman (2002), to subjects were giveshould diminish the marginal impact and suggestsah

the hypothetical choice between programs to oukbeea prior loss makes them more sensitive to subsequent
disease which was expected to kill 600 people. I@n t|osses (Thaler, 1999).

first attempt: program A corresponded to 200 people , . .
saved while in program B there was a 1/3 chance tha Mental accounting therefore predicts that, if for
600 people would be saved (and no one die) anthat3 €Xa@mple, we buys stocks ap price, the investment will

no people would be saved. On a second attempitidlly be worth [s * p] and will fluctuate in
program A implied the death of 400 people and papgr accordance Wlth_ the evolution of stpcks on _the _mar_k
B corresponded to a chance of 1/3 of people naiglyi In fact,_ even _Wlth changes over time, which _|mpI|es
and a 2/3 probability of people dying. The resultdheoretical gains or losses, it only becomes azexl
showed that on the first attempt the majority of@n Or 10ss when this positian is sold. An account
respondents chose program A, which indicates rickill be opened witl{s * p] and will be closed with the

aversion. However, on the second attempt, program 'galized result, which can compensate or not fer th
was mainly chosen, which indicates risk-seekin itial investment. But because closing an accainrd

behavior. It can be concluded that on the firstrafit 0SS is painful to the investor, the predictionnoéntal

the possibility of certainly saving people was mor&ccounting is that investors will be reluctant @l s
attractive than a probability; on the other handgecuntles thgt have declined in value. If at aegiv
respondents were averse to accepting the certaith deoment the investor has a need for cash, he vaH &

of people and thus sought more risky alternativedS asset portfolio (which for example contains
(Kahneman, 2002). securities) and will sell those with a higher valban at

the time of purchase. However, this hypothesis
Allied to this context, there are two types of effe contradicts a rational analysis that postulates tha
that influence the decision-making process. Fitls& investor should sell the securities that were lotiram
certainty effect, which impels the individuals totheir initial value. However, the assumption made b
overweight outcomes which are certain relatively tenental accounting theory can be supported on the
outcomes that are merely probable. Also, thegxample of Odean (1998) that, using data from
overweight low probabilities and underweight modera transactions made by a big brokerage firm, had show
or high probabilities. The latter effect is morethat investors were more willing to sell one ofithe

pronounced. Therefore, extremely likely but underta stocks that had increased in value than one thdt ha
outcomes are often treated as if they were certlai®ijs decreased.
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Another particularity analyzed by mentalthe growth of a given sector or industry. The
accounting is that sometimes the investor suffesmf expectations and beliefs generated tend to be teatep
behaviour termed myopic loss aversion. This behavioby the group of investors, which helps prices rise
is analyzed in detail in the Equity Premium Puzafe quickly and vertically in some days (Galbraith, 495
Benartzi and Thaler (1995); it focuses on the dififee Kindlebergeret al, 2005; Sornette, 2003).
in the rate of return of equities and a safe invesit
like treasury bills, which historically has beerryéarge
(6% in the USA in the past 70 years) and whichltedu
in the appreciation of 1 dollar invested in equitie
almost 120 times the return from the dollar invedte
treasury bills. However, T-Bills was the primary It will be now present a brief review of some
destination for investment in these years. Thahistorical stock market crashes to introduce tlublem
explanation for this puzzle was that the investdoss analyzed with the Iterated Prisoner’s Dilemma.
aversion is strictly dependent on the frequencyhwit H . o
which he reset his reference point (or how often h OwWever, the following criteria were used to select
counts his money). The result was that people afaese historical events.

indifferent as to investing in stocks or T-Billstiiey +  First, these events took place in the United States
only evaluate changes in their portfolio every 13  America. Despite the globalization on the financial
months. So the investor can suffer from myopic loss markets, there are cultural, social and other
aversion because this myopic behaviour prevents him differences between investors in different coustrie

from using the best long term strategy and makes hi  and these can lead to singular behaviors and
think primarily about the present; which makes him  practices that could skew the analysis.

evaluate the composition of the portfolio with drea o
frequency. When the evaluation period is largee th* Second, these extreme events were primarily in the

attractiveness of stocks increases (Thaleml, 1997; stock market. Events that originated in other
Thaler, 1999). security markets were excluded.

3. The anatomy and history of Bubbles and * Third, these events were preceded by long periods
Crashes of speculation and formation of a bubble, followed

by very destructive crash. This explains why Black
Bubbles and Crashes are unique situations which Monday of 1987 is not in the list.

have been studied across the years. Economic and Two stock market crashes were chosen: The Great
financial theorists’ interest in this theme maydu® t0  crash of 1929 and the Dot-Com Crash of 2000. Both
the fact that almost all propositions about investoepresent an optimal context of Bubble and Crash,
rationality and then market rationality can be &tell. meeting the above criteria. Both have long periofis

Thus, in relation to the present article, a momisc  gpeculation and strong crashes. The expectatiods an

and improved investor profile can be constructédgis phehavior of investors were quite similar, despite t
this kind of situation because the efficient markejnqustry or sector that leaded these beliefs.

hypothesis loses its descriptive validity.

It can be concluded that the market's unstable
position will lead to a collapse and the piece of
information that trigged the reaction can be comsd
secondary (Sornette, 2003).

_ o ) The financial crisis of 2008 was not chosen,
According to the efficient market hypothesis, gecause it can be assumed that Financial Instissitio
crash occurs when a dramatic piece of informat®n g 4 commercial and investment banks and other
revealed. However, this approach can be considergfancial companies, created the speculative mosnent

reductive as the piece of information that triggetee g not investors. Moreover, this event originatethe
problem may be unknown; even when known, a periggg| estate market and not the stock market. Fintie
must have preceded the crash that created thesaeges effects of the crisis are still ongoing and it iffidult to
conditions. dissociate the subsequent effects from the reamssiv

In contrast with the market efficient hypothests, imacroeconomic landscape.
can be said that in these situations the market hg.sl.The Great Crash of 1929
entered an unstable phase so a small endogenous
disturbance is sometimes enough, to trigger a shock The 1920s could be called both a golden and a dark
(Sornette, 2003). The 1929 and 2000 crashes can &ge. With World War | at an end, everyone was
used to describe such unstable phase; in thess, year convinced that this would be a prosperous decade.
preview upward trend in stock prices never more wasdicators for economic growth and development were
seen, being replaced by an unstable and undetetmirimproving; consumption was growing at a fast pacel
fluctuation, with special emphasis on losses. the level of prices was stable

In fact, this situation is preceded by a rapid iise It was the time of the American dream which
market prices, known as a bubble, created by gmwirforesaw a better, richer and fuller for one andlalvas
interaction and cooperation between investors ¢that a vision of a social order in which everyone cowdédch
last for months and even years. Investors are ua@fa their maximum potential and break the barriershef t
the cooperation relations that result from a gdnerald social hierarchy (Adams, 1931).
belief in a new state of affairs, triggered prirhaiy
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However, in the late 1910s, the rich were becoming.1.2. From the prior years to the Great Crash —
richer more rapidly than the poor were becoming les Euphoria and Mania
poor. Because of this context, the financial andl re
estate markets provided the opportunity to get viith At the beginning of the 1920s, conditions were ripe
the minimum effort, thus fulfilling the Americanetm  for the expansion of the stock market. Despiteghed
and inverting the trend of the previous years (@dib, macroeconomic environment, stock prices were losv an
1954). This led to the great demand in the real estatdividends reasonable. Most companies were making
market across the USA, particularly in Florida andhigh profits and this seemed the prevailing tré®oime
should have been a forewarning of what would happesf these were new large-scale commercial and indlist
in 1929. enterprises that took advantage of innovative Eeee
aqnd technologies. They were able to capture eca®mi
of scale and scope which made their production
processes very efficient. Moreover, there was atgre
transformation in the utility sector in large phecause
of the rapid growth in the modern industrial entesgs.
In hindsight, high returns could not be sustained
gecause the markets were poorly developed and

investors on the stock market such as brokeragesfir companies held unbalance structures (Chandler, ;1977

investment banks and investment trusts. The creatio White, 1990).

a bubble was inevitable, the same for the following The greatest increase in the volume and prices of
crash (White, 1990). the stock market, particularly in the Dow Jones
Industrial Average, began in 1927. In previous gear
the stock market had flourished thanks to the gngwi

In the early 1920s, the first signs of speculativénterest of investors but prices were more voladirel
behavior and irrational illusion came from the restate the volume was relatively small. The slight growitil
market. The main boom was in residential housing925 was followed by a very volatile period in 196
(White, 1990). Between 1921 and 1925 constructiolf expectations of an unstable macroeconomic signar
grew at a rapid pace with housing prices and mgjdi Pefore returning to growth in 1927.

costs following the same trend. The boom was fubled  Thjs recovery was a product of a turnaround in the
good macroeconomic conditions as well as the désire ymacroeconomic expectations, fueled several reasons,
become a home owner so as fulfill the American tea yhich stood out the decrease in half percent made b
This environment led to a change in the profile ofhe Federal Reserve in the discount rate, which
investors with preference being given to short termpcreased the demand for Government Bonds.
profit as opposed to the constitution of savings. Commercial banks and some investors who held those

Florida is the most outstanding example of th&onds saw this as a good opportunity to sell amuster
boom in the real estate market. The standard afgiv their funds to the stock market (Galbraith, 1954).

and its transport system developed quickly and the At the start of 1928, stock prices started risingren
climate made it the perfect location for a spedwéat quickly. Just as with the real estate boom in thgye
wave in real estate. Investors were easily infleeinat 19205, investors only needed an excuse to believe i
the time and simply wanted an excuse to believe &mething and at this time they were convinced the
something. And that excuse and belief came from thgock market would bring them great wealth withdit
expectation that Florida would become a dream placgffort. with this it started a new “gold rush”, wistocks
full of opportunities and rich people enjoying teeal  4oing up 10 or 20 basis points a day, with thetytind

conditions. In addition to the formation of pOsHiv neyw technologies leading the gains (Galbraith, 1954
expectations, the real estate market began todsere

making real the expectations of the investor. Wiithe, There was a frenzied increase in the volume of
the price of land rose and land owners were sodfding. In June 1928, the volume surpassed thgiarno
making big profits. After some time, the reasonstfe mark of 5._000.000 stocks, rising further to over
investment on these lands started to disappeageedrd 6.000.000 in November (Galbraith, 1954). Also,
by the possibility of easy profits. The problemse®mn according to Galbraith (1954) and Allen (1931),ttha
the beginning of 1926, when the number of newear sealed the beginning of the speculative bubble
investors and houses began to fall. The subsequénere specifically in March.

decline in house prices was the beginning of a slow  Gjyen the context of the 1920s and especially after
crash; the Great Crash of 1929 that followed dasiied 1927, it became evident that those investors woakt

hopes of recovery (Galbraith, 1953; White, 2009). support and this provided a new market to explore.

The example of Florida reflects what happenefegulations of commercial banks from the"t@ntury
across the USA and demonstrates that Americans wekgited the provision of long-term loans; howevthis

driven by the desire for get-rich-quick investmentvas overcome by setting up wholly-owned securities
opportunities in the early 1920s. affiliates that were allowed to enter in all asgeat the

investment banking and brokerage business. On the

The problem to accomplish this desire was th
individuals simply believed that they were meanbé&o
richer, regardless of their intellectuality redinas, that
is, cognitive limitations based on limited ratiatyalknd
in the use of heuristics that could bias decisiisk-
taking and irrational decisions were the ordehefday.
An entire industry was born to provide services t

3.1.1. The premonition
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other hand, investors without enough capital tacpase Though high on October 15, the situation started to
a diversified portfolio of stocks saw a new induystf change on October 19. The news was that stocksrice
services develop, namely investment trusts. Newswayvere falling and the guarantee margins were rising,
of investing in the stock market also emerged e.gvhich meant that prices were getting so low thaytho
margin deposits and negotiation i.e. the buyerhwitlonger represented the guarantee on the loans. On
margin, contracted a loan to buy a given number d@ctober 21 the market was unstable but losses were
stocks which remained in the possession of thedsrokcovered at the end of the day. Then a normal idea
as a guaranty of the loan. The buyer benefited faosn  started to circulate: sell stocks and buy gold.{diteshe
value increase and with the same and fixed loaneval announcement by bankers that the market was fime, o
Whereas the investor was anxious to invest andfibeneOctober 23 there were continued losses and thisoed
from the constant increases in the market, thisl kih the pre-crash on October, 24 (Galbraith, 1954; &ten
service sent supplementary funds to the marke003).

(Galbraith, 1954; Somette, 2003; White, 1990). On that day, the volume of stocks traded reached
3.1.3. The year of 1929 and the Great Crash 12.900.000 and panic started to set in. Pricesestdo
) fall and most transactions were to sell stocks. The

The year of 1929 began with a lull on the marketyncertainty fueling the panic was only controlletl a
Despite the fact that, according with Galbraith34R midday when a group of bankers met to discuss what
the volume of stocks traded in January exceedegh and how to save the stock market. They decided t
5.000.000 in five days, in February, the decreasthé gather resources. But it was what the bankers tmld
UK reference rate slowed the rhythm of trading. Théhvestors and not the resources that stabilized the
first glimpse of what was to happen in October came market. The relieved investors started trading ragai
March that year. On 25th March stock prices fefida s to be part of the new wave of prices increasdsby
with the rate of broker loans increased to 14%; thgye end of the day the majority of the losses were
following day a wave of fear resulted in a volunfe ocompensated. The wave of confidence in bankers
8.000.000 stocks traded. Prices plummeted and bqigstored calm and everything was thought to be back
investors and brokers were panicking. The inter@® normal. It was now important not to miss the
on brokers’ loans reached 20% and telegrams beggpportunity to buy stocks that were cheaper thaer ev

arriving requesting the delivery of the guarantpatsits. (Galbraith, 1954; Sornette, 2003).

It was only Charles Mitchell’'s announcement that th ] ]

Federal Reserve was obliged to stop a possibléscris  Despite the restored levels of confidence, October
that brought this panic under control (Galbraith54). 28 started with losses and was a very difficult day
The power of information was doing its work. Also,the_ market. The volume was hlgh_ and most stocke wer
1929 would be characterized by the extreme flow d@lling. The Dow Jones Industrial Average dropped
information from the most diverse sources, trying talmost 40 points and the volume was very high. The

bring calm and confidence to the markets. bankers met again but unlike the previous meetiogy
the concern was how not to help the market without

Brokers’ loans indicate the degree of speculation gincreasing the wave of panic. But it was clear et
the market, and they were reaching high levelshiy t gay that this idea had not worked. The final Idsat t
time. However, the interest rate indexed to thes®s gay, known as Black Tuesday, was a little lowemtha
was more volatile than at other times. This dichtto the previous day but combined all the bad
demonstrates the conflict of expectations. On a@h characteristics of the previous days . The volurfie o
investors believed that the market would continoe ttrading hit a historic maximum of 16.410.000 stoaks!
rise. On the other, brokers were more uncertainif®Vh the Dow Jones Industrial Average dropped almost 30
1990). points. The main company stocks continued to fadl a

Market behavior was “normal” until August with stocks of trust funds were going to zero value hes t

days of trading seen as the last of the great 10 volume of brokers_’ loans was _decr_easing. The banker
despite this behavior, some macroeconomic indisatofVere held responsible for this situation and thip tieey
were telling a slightly different story. In Julyhe had promised before did not come that day. Panic an
industrial production index reached a peak and wefgd’ Set in (Galbraith, 1954; White, 1990 and 2004)
into decline the following months. The problem wadOVer the next days, there was some recovery and the
based on the fact that the stock market only feess real goal was to restore confidence among the nigadi
effects of this context with some delay, and onlyew actors on the market. Despite a brief recovery in

the investors and all the market becomes awar¢hef December, thisodid not happen. The ma’rgin calls
macroeconomic situation. But at this time, investordecreased by 25% and the volume of brokers’ lotsts a

were still confident (Galbraith, 1954). decreased. Some companies went bankrupt and trusts
funds were seen as a negative factor to the regover
In September and October the market started ecause their stocks were in steady decline ananbec

slow and Galbraith (1954) and Allen (1931) stateatt ynsellable by November (Allen, 1931; Galbraith, 495
September represented the end of the golden dayghite, 1990).

Nevertheless, investors’ expectations about thardut
were still quite optimistic in early October. 3.2.Dot-com bubble of 2000
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The 1990s was one of the most prosperous timesiinterest resulted in enormous P/E (price over egs)i
the USA economic and financial history. The goodialues and stock returns. The subsequent bubble
macroeconomic indicators, the bullish market, thgenerated by the expansion of dot-com companies and
launch of Internet and the advances in the teclgicdd later tech and bio-tech companies was essentially a
and biotechnological sectors made Americans beliewnsequence of investors’ and the population’s apdr
the future would be prosperous. different mindset in relation to previous decadis; in

. . the 1920s, they saw an opportunity to get rich it
Like the 1920s, these general conditions - eCONOMYL: =\ 1 effort (Shiller, 2000).

market and the emergence and development of a new
sector — generated expectations and beliefs sutiogin Also, this desire for investment and wealth was
a New Economy. However, unlike the 1920s when moseflected in cultural values. A successful business
investors were just discovering the possibilitidstte  person became much more revered than a brilliant
financial markets, especially the stock marketthe scientist or artist. The success cases in the dinhn
1990s much of the population was familiar with themarkets allied to the bullish trend increasinglyeshe
market and saw it as an inherent to the normanpression that investing in stocks was a quick easly
functioning of the economy. More specifically,way to get rich with little effort. But the markefs not
investors were more knowledgeable and were nahly driven by individual investors; the growth of
restricted to a particular class. It was just asmad to  pension plans and mutual funds were raising derfand
have an asset portfolio or invest in the stock mBds stocks, particularly in tech and dot-com stocks ohhi

to buy the groceries or pay the bills. It is therefno were growing at a frantic pace (Shiller, 2000).

surprise that the majority of the investors wereitexl

. L Just as in the 1920s, the stock market seemed to
about new, potentially lucrative investments.

offer general investor a world of opportunities ahdir

The investors’ appetite was precisely satisfiechwitexcessive optimism gradually made him neglect the
the emergence of two new sectors, namely intenm@t arisks and believe the market was more predictdide t
technological industries. They brought new scopthéo it really was (Liu and Song, 2001; Shiller, 2000hi,
market and, more importantly, new stocks. Soon, tH2004).

hope for a New Economy was built around thes . ) .
companies and, like the utility sector in the 19288y 5'2'2' The speculative wave: Evolution of the

fuelled the main channels of investment. Not Nasdag, web and tech companies and investor

surprisingly, this period of enthusiasm was folla\wey behavior

a speculative bubble.
The motives that triggered this situation must be

3.2.1. The rise of web companies and the investQfajyzed before the Nasdaq speculative bubble ean b
profile understood. Clearly this speculative wave cannot be
_explained simply by the behavior of web companies.

In the early 1990s, the US macroeconomigike on the 1920s, an analysis of the companiesl an

environment was unstable. According to the FE'_:?nvestors’ behaviors proves to be the most efficien
(Federal Reserve), the US economy was in recessigBproach.

and inflation and unemployment rates were rising.aA

result, the reaper capitaconsumption in 1991 was the  The speculative wave that was seen on the Nasdaq
lowest that decade. Composite Index in the late 1990s is mostly assedia

) o ) with the huge surge in IPO’s, the dramatic risevieb
The recovery began in 1992, coinciding with thompanies’ stock prices as well as the interest and
IPO (Initial Public Offer) of American Online, tifest  eypectations of the investors in this sector. Lkt at
big internet company. This act (IPO) becam@p example. The Nasdag Composite Index rose from
commonplace in the following years, taking place iy55 points at the beginning of 1995 to 5.000 points
well-known companies like Yahoo, Amazon or E-BaWjarch 2000, i.e. a valorization of 522%. The
(Liu and Song, 2001). speculative bubble can also be isolated and seéreat

However, following the American Online IPO, the€nd of 1998 and beginning of 1999 when the return
internet only appeared in the news again in Novembgates of the Nasdaq frequently reached values ef ov
1993. But at that time, very few people were awafre 10% (Liu and Song, 2001; Sornette, 2003).

this new industry and even fewer had access to it. Thjs evolution can be analyzed in two phases.
However, the computer and the possibility of a0C&SS Firstly until 1997, it was almost entirely explath@y
internet had such a powerful effect on people’®div ne rise of the sector and the expectations anigfbel
that it gradually acquired as much importance agenerated among investors that this was the settbe
television. The Worldwide web was even morgytyre. These expectations changed the naturabeafr
or site gave a sense of contributing to the colstrystocks and thus a dramatic rise in prices. Secomadtigr

economic growth (Shiller, 2000). 1998 in particular, the market and companies relacte
Investors’ interest in the potential and opportesit @nd responded to this situation (Shiller, 2000).
of the web triggered an exponential growth in IHQrs Companies that were already part of the index at

web companies, and with time this resulted thissampis time like Yahoo and e-Bay, were successful and
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improving their results, prices and market shard ar8.2.3. The year of 2000 and the Crdsh
were therefore giving investors the right and expeéc .
signs. This was the ideal environment for more In 2000, tech and dot-com stocks were still

companies to join the market, though in many caisesincreasing despi_te forecasts of a rise i_n the @sterate.
proved too soon. When all other indices were decreasing, on Jandary

] _ the Nasdaq rose to a record of more than 4.00Qo0in
This rush to the market by web and tech companies,

many of which had been operating for only a fewryea  But Nasdag'’s volatility and fragility of started be

or months, boosted offer and gave investors th@en on January 7 when Lucent Technologies, a maker
impression that the market was developing fastjmsi Of telephone equipment, warned about lower than
them to buy more and more stocks, often speculgtive €xpected profits and sales. After this announcement
bringing a wave of money into the market. Howevernvestors started the typical strategy of rotatiegy and
even though many of these new companies in the IP@d economy stocks in their portfolio. This gathere
process were not as strong as the stock pricectefle Pace and by April became more frenzied and was
their price was rising every day. In conclusiong thclosely linked with rising levels of myopic risk
illusion that was created of the sector and theketar aversion. However, the channeling of almost all
was unfounded. So why did these companies start tA@ailable money (such as dividend and tax gainspte

IPO process and why did they enter the market snzo €om and tech stocks continued as the falls in theket
) ) ) were seen as normal corrections.
The answer to both these questions lies with the

investor. Firstly, internet and tech stocks were But this time, some analysts were underestimating
irrationally overpriced. The recent performancetmfse investors’ strength and power, and continued teebel
companies on the market and the future growtfhat fundamentals were strongest than psychological
prospects combined with investors’ beliefs made esoninoods. Nevertheless, most financial analysts were
young companies precipitate entry into the market tavoiding dot-com stocks.

take advantage of these high prices. However, their noreover, the volume of short selling remained
stock prices reflected investors’ pellefs and exqéans high, with an average of 2.4 billion shares shqrthis
for the sector rather than their actual performanqﬁdicated a strong bearish mood among the aggeessiv

because these companies were too young and thgif,p of investors even though Nasdaq stocks rase 2
financial structure was unbalanced. In time theld®f o\on 3 digits.

the entire sector and index became overvalued ghl _ _ _ _
Song, 2001; Schultz and Zaman, 2000). Another curious circumstance was the increase in

_ the return rates of Nasdaq stocks despite rises in
A second explanation was the rush to grab markgkasury bonds yields (which went from 4,8% in 1898
share. In an industry with enormous potential, B® | g 305 in 2000), indicating the possible speculative
provides capital for a company to invest in man@ti effect, once the investors’ expectations, basedhen

and R&D even after losing money for several quarterysod past performance of stocks and in the expected
as well as the possibility to acquire other comgarind  high consumption on the sectors to which they give
improve market share. As a result, the increasthén support, were skewing their predictions.

market share brings economies of scale, implyimgeto _ . . _
costs and more efficient development; in the midate ~ The investment fever continued in February with
this improves the results of the company and iskst investors holding record credit in margin debt &ald is

price (Liu and Song, 2001; Schultz and Zaman, 2000) interesting to note that the last time there haghkmich
a high volume of credit in the hands of investo@sw

It can be concluded that the market changed mos‘ﬁfecisely in September 1987 - the month before lBlac
because of investors’ positive expectations foerimst Monday, 1987.

and tech companies, which tried to gain from this b

going to the market thus giving investors the irspien In March, just before the fall, Nasdag rose to a
of an expanding sector. It did not take long befitinek record of 5.000 points, up from 3.000 points justrf
prices ceased to be based on fundamentals, buteon fonths earlier.. However, greater returns bringreoss
beliefs of companies and investors; jointly, theysed increase in volatility, which ultimately increastée risk
stock prices to rise and this brought benefits athb and consequently the costs of margin debt.

parties. In March 10, Nasdaq reached the 5.000 point mark

However, the volume of short selling clearlyfor the last time. In the 3 following days, it regired
demonstrates that as the Nasdaq improved, ovargriciPoint drops, setting the index at 4.500 points fwn go-
and speculation increased. For example, an avevage called “correction days”.
firm in 2000 had almost 6 times as much of its fubl

Allied to these situations, the FED began to expres
float shorted (Hand, 2000).

concern about the over-speculation on the market,
indicating that these new economy companies weye to

! This point 2.3 was made essentially using news fteereconomy
and markets section of the New York Times and Nerk\Daily
News, from January to April
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dependent on the old economy and therefore a oisk significant explanatory efficiency must contain mor
the economy. than two individuals and, in this case, a finitet bu

indeterminate number of investors. Despite the

The anxiety and uncertainty started to sprea§ o : ; .
S ossibility of constructing a model with playergiag
significantly when on March, 20 the Nasdaq recorde ither individually or as different groups, it sen

its biggest historical percentage loss, though later ' . ! L
exceeded negatively on March 30. Even the motrt1e first alternative (N players acting individyall

optimistic investor began to question whether sach ecause joining individuals in groups can be comple

. . . given the need to access an enormous amount of
large number of corrections in such short periotié L : .
was normal? information in order to form groups with a higher

percentage of similarities.

The events of April confirmed that this was not a
period of correction or adqu_tment but the burstaof due to its lack of efficiency in situations in whic
ggglti)(la% gﬁ?;}ealll\,latsfzqutra\ji\;ﬂgrrl:‘flﬁla(\;\;s G;rsﬁoggm%b%ehaviors and actions tend to evolve over time iand
Nasdag was 24% higher than January, in April th gar sponse to the actions of adversaries. Therefare,

was onlv 12%. Almost immediately the marain debf@Me was created with T infinite periods of time.
y 0 y narg owever, the temporal horizon of the present gaiitie w
rates started to increase even more than in Mandh

: - comprehended between [0+d;T-d}0dimplying the
the cre’dlt lenders became more  suspicious abo alysis of a sub-game. This procedure was selected
Nasdaq’'s behavior and future. Also, the mutatiod an cause the objective is to focus on the specolaial
roll-over in the composition of individual portfol

became more common, particularly among naivcrash periods, which are only a fraction of theetiin
) ’ : E@ence, there are d periods of time before the dpton
investors who bought tech and dot-com stocks just_ . d and d iods after the crash. which imot
because they were rising. period an periods o plinzt
the game has a partial but not a final result, beedhe
Even for the more skeptical investor, the worst wagame itself will continuously evolve to other stasdter
confirmed on April 4. The market opened withthe end of the sub-game analyzed.
countless sell orders which rapidly led to an alma@i¥6
fall in the Nasdaq; and the volume for historiadards,
all of this on a day without any significant badwse
The market only recovered when the rumor that hed
funds were buying stocks and bringing liquiditythe
market began to circulate, but the panic was ajrea
installed. Fear was abated when the day closed2ly
down.

Moreover, a one period static model was discarded

The aim is also to analyze the appearance of both
cooperative and non cooperative behaviors as thega
matures, what excludes games that do not condiger t
%eossibly of an evolution in aggregate behaviors and
3ubsequent equilibriums. The context of informati®n
asymmetric and imperfect; it is perceived and used
gradually by the players, which does not implypriori
that they have advantage over the others. Thusdath

The market volatility was beginning to hit mostthis, the game is sequential because the invedtorot
investors who were losing capital and running ofit cact at the exactly same period of time, opening
cash to cover their losses. On the other hand, somessibilities for the application of strategiestthautate
aggressive investors saw this as a unique opptyttmi in response to other players’ actions.
buy stocks and to gain with the possible recupamnati
However, even the biggest tech and dot-com compani
were announcing losses and the commercial ban
began to refuse money to invest in dot-com stock
starting a run on convertible bonds.

Finally, it is assumed that the investor is notyful
ational; this implies that despite the prior ohijee of
oﬁtimizing his results, his actions can lead him to
fefficient outcomes. Accordingly, the following ma
will not be based on a payoff function that expessthe

But the decline continued and by April 12 theresult of the game for the player, but on a functioat
Nasdag had already lost more than 25% since itk, peavill explain the incentive to cooperate and defect.
closing the day more than 7% down at 3.769 poitie - .

: Moreover, as investor preferences are not stalile an
lowest at close of day since January. Already full¥. id . iderablv in differei
aware of what was happening, on April 14 Nasda lgid, actions can vary considerably in differentié
' eriods, making preferences closer to a hyperbolic

recorded its biggest 1 day loss ever, down more th : . . .
10% to 3.321 points. The week closed with a 7 ddly f rgcgtr';; which considers the possibility of prefece

of 25%, the worst week in its history.
Given the abovementioned assumptions, an Iterated

The Nasdaq never again reached the IeVe'§risoner's Dilemma game (IPD) was selected and

witnessed in this period and it continued to fal & few : .
more months. In addition, the USA subsequently we plied to N players and for the given temporaizuwr

) : ; ) entioned, with non zero sum result, which indisate
into macroeconomic recession and innumerous tedh a ' ) :

) hat the benefits and incentives to cooperate ate n
dot-com companies went bankrupt.

necessarily the same for defecting.

4. An lterated Prisoners Dilemma approach In the basic form (for 2 players), the IPD assumes
This research addresses investor behavior in tf{gat €ach player can choose to cooperate or defet;
stock market in extreme situations of speculatiod a 98me can be repeated or iterated as many times as
crash. In this context, the game chosen to obtain"geded in a sequential fashion, implying that the
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strategies used can mutate according with eacteptay a) Dy>C,for0<x <N-1

previous action. It is important to note that thayprs

do not know the length of the game, thus invalitgtin b) Dxua>Dyand Guy > Ccfor 0=x<N-1
end behavior effect which may arise in super-games ¢) C,> (D,+C,.4)/2 for 0<x <N-1

ith finite ti iods (Selt d Stoecker, 1986 .
with finite time periods (Seften an oecker, 19 In a concrete model, they@ and By ywill be payoff

Thus, the game can be presented in the followinginctions that translate the incentive to actiorfs o
matrix form. cooperation and/or defection.

One of the important features of this model is the
possibility of mutation in the behavior and actionade
across the game (dealing only with pure alternajive

Table 1: Standard Payoff Matrix (canonical form) of and this can be expressed with resource to thegies

the IPD for 2 players used.
Cooperate Defect Nevertheless, players in the real world do not know
R T the actions taken by others in real time, and tliera
Cooperate R S delay that can be caused by innumerous factorscdden
Defect S P the investor only knows the adversary moves with a
etec T P period delay, improving his knowledge of the game

with time (memory), i.e. he will learn as the game
evolves. This learning ability is a very importdattor

In addition, the game will only be an IPD if theto avoid the possibility of superrational players.

following assumptions are respected: Moreover, even with the premise of learning andcagel
_ some mistakes can be made by the player because he
a) T>R>P>S; unable to process all the available information and
S+T therefore selects information using anchors and
b) R>— e ; )
2 heuristics; this can lead to judgment errors.

It is assumed that circumstantial cooperativgl
equilibriums may occur, but that these will not be
dominant and stable (Aumann, 1959). As the number o
iterations increase, a Nash Equilibrium can be hredc

.1.The application of the ITD to investor
behavior in extreme financial events

After contextualizing the model to be applied
?IPD), on the following pages it is defined the lplem
and the parameters of the model before analyzieg th

However, the 2 player form of the game igesults obtained.
conS|_der§d to_ be reductive pepause, when deahthy Wiy 1 1. Problem definition
real-life situations, more realistic results carobéained

with an N player game (Davét al, 1976). The above mentioned examples of financial crashes

It has been therefore selected the more usu%i 1929 and 2000 demonstrate that the investorsface

approach, namely an N player IPD, which implies thiwo distinct situations. First, the context of @splative
following:' ’ bubble whereupon the investor increased or maiedain

his positions in overvalued stocks, especially in

» Each player faces two choices: cooperation atompanies belonging to the new sector of the time
defection; (utility in the 1920s and dot-com and new technieg

in the late 1990s). At that time he was being drilbeth

y the desire to maximize profits and emotional

considerations like euphoria and mania. Also, despi

the short duration of the speculative bubble gdaadra

« The equilibriums achieved are not stable in som#ée returns and the volatility implied in the stecis
cases, principally in cases of cooperation (C). linked more to increasing demand by investors titan

other factors, thus suggesting a more determirtistitd

in these periods than others in which the randortk wa

prevails.

which is easier to achieve with 2 players.

* The defection (D) is a dominant pure strategy fo
each player and it will be better if he always c®o
that option;

Thus, the game can be presented as follows.

Table 2: Matrix presentation of the IPD for N players Secondly, there are crash situations and these have

a different profile. Unlike the bubble context, the

(o] -
(N:Og:;;(;(t)serators go Cl é C,N\,l investor tries to avoid losses at all cost. Howeteis
1 e -1 feature does not appear unexpectedly so the ti@msit
Defect Dy D .. D, .. D PP P y

made between speculation and crash is not sudden. |
the months before the crash in 1929 and 2000, &enar
As in the 2 player form, with N players the gamescenario compounded with more volatility and rising
will only be an IPD if the following conditions are but more unstable trend in prices was observedarit
achieved: be also assumed that some investors were staxing t
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have doubts about the real value of the stockhiéirt « Although a player can exit the game when he
portfolios by this time. However, initially the daftion defects, however that is not a dominant attitude
from these positions was made by a minority; most across all group members, i.e., when they defect,
investors started to sell their positions at themmaot of they can still be part of the game but with
the crash, thus decreasing the liquidity and irgirep investments in other assets, or they can even
the volatility on the market. observe and then enter again at a later time.

Given these two contexts, the problem to be applied (b) Time
to the IPD can be presented as follows: the invdsig
two choices, both on speculation and crash. He can This game considers an infinite time period T.
cooperate with the rest of the investors to maintae However, the game begins a few periods before the
speculative bubble and the rising trend, or hedefact beginning of the bubble and continues when this
and invest in other kind of assets, which meanshbka analysis ends, evolving in moettime periods. This
is not interested in maintaining the situation oflso implies that the model occurs in a sub-gainis; t
speculation. Thus, the players in the game cantfake does not represent a problem because, as argued by
following actions: Friedman (1991), a game that begins in a given time

period that does not coincide with the time perigd

* Cooperation (C) can be seen as a collaborationmay have all the same characteristics as a game and
between investors to maintain (even ifregjize the samequilibria.

unconsciously) the speculative bubble by investing _ _ _
or sustaining positions on stocks that are (c) Payoff or incentive function

lued; . .
overvalued, The payoff function in the IPD works as a

» Defection (D} logically this is the opposite mathematical translation of the incentive to coafeer
situation, i.e., the investor is not interested imrhus, there are two payoff functions: one for
maintaining the bubble and thus takes two possibooperation and another for defection. Howevertheei
actions: the investor does not want to invest ia thof them is static and stable, varying with the nembf
kind of stock, or he has these stocks but does noboperators, which also varies according to the
want to maintain his position and therefore sellstrategies used by each player.

them and does not support the trend. The payoff functions are denominateq &d D,

Defection can also result in the possibility ofand belong to a space set N of the number of
leaving the game or remaining but with positions irtooperators betweei®{1,2,...,N-1

diff t ts. . .
ierent assets (d) Information and strategies

4.1.2. The formalization of the game ] ) ] ) ,
The game is played in an imperfect information

(a) Players context in which it is assumed that players havenake
decisions at several moments without knowing adl th

The number of players in the game is indeterminaigame history or the adversaries’ choices (Fian@430

but is a finite set of dimension N. Also, for egulayer However, as the investor is not fully rational, ist
[ € N is a nonempty set;Af actions available that are jmplied that even decisions made in a perfect
pure: cooperation or defection. The players hawe thnformation context would not be supported by all
following characteristics: known information because of their cognitive

e They are not fully rational, acting more in Iinel'm'tat'ons'

with the Simon’s (1955) postulate of limited  |n addition, players’ actions are supported by the
rationality which implies that at some time in theyse of Tit-for-Tat strategy. However, because thmeg
game they may not optimize their actions; thigegins at0+d time periods, it is impossible to know
may lead to the maintenance of long periods akhen the first move of defection really happened.
cooperation; Nevertheless, it is important to say that playaketthe

«  They do not have monotonic preferences or 8h0|ces made by adversaries into considerationwhht

stable set of preferences, which means that the#d lag period which is not standard for all playerhis
is not a relation; on A. Instead they may have must be assumed because, without lagging, the game
hyperbolic preferences which allows for mutatiowvas on a short period stabilized on a Nash Equuiibr
in the preference set and reversal of a preferenéé defection (and therefore the preferences moricton
A over preference B in a given time periog T Also, they will not remember all the previous moves
) . ] from the lag period because of the amount of
+ The risk profile of the players/investors respectgformation, and it is therefore assumed that anfew

that they are not always risk averse. The degree

will depend on and vary according to whethe#.1.3. The model and results

they are dealing with gains or losses. N . :
y 9 g The initial problem investor’s face is to presetive

speculative bubble, maintaining their positions or



184

Int. ] Latest Trends Fin. Eco. Sc. Vol-2 No. 3 September, 2012

investing in assets that are overvalued, which igspl Payoff
taking cooperative actions. However, as time ewlve
more investors will share similar investment dexisi
and this implies a stronger incentive to coopetizd® to
defect. But some investors realize the situatiom loe
unstable as the bubble matures, and see defedien a
more appealing incentive.

Given this problem, the following payoff functions :
can be applied, proposed by Seo, Cho and Yao (2000) N° of cooperators

C, = %xz —kfor0<x<N ©) Cooperation
D,=+v2x for0O<x <N 4)

Note that x expresses the number of cooperators figure 3: The evolution of the payoff result for
the game in each time period and k is an unknown Cooperation and Defection across a growing number o
variable that indicates the exogenous incentive toooperators
defection, which can include any type of informatio
(even a crucial piece that can trigger the cralshing Therefore, the game can be analyzed in two distinct
seized only by some players. However, they wilitstta  parts.
defect when this parameter k becomes too big, makin
the incentive to cooperate smaller than the respect
one to defect.

The first begins on the initial intersection point
described in Figure 4 as point (1). The k valuehét
time is small and investors are making use of &orit
Also, as referred, the players make use of a Fit-foTat strategy. As mentioned, the moment at which the
Tat strategy, which implies that the decisions maide game starts is not relevant to the present stutiys,T
take the actions taken by other players intéhe period starting at point (1) is linked to sewnts of
consideration, but only a small number of moves anguphoria and mania, as seen in the 1929 and 2000
with temporal lag. bubbles, when an increasing number of investorsewer

investing in overvalued positions.
l=y,forallT (5)
The number of cooperators starts rising rapidly and

m=(w*T) =1 foralT, (6) this may be due to the desire to make gains witbkst

Therefore, based on the idea of Axelrod (1987), theelonging mostly to sectors of the new economy, as
equation (5) indicates the number of |ag perioda"n seen with the Utlllty sector in 1929 and dot-cond an
the time T period, and equation (6) provides atechnologies in 2000. Thus, as the existing codpesa
quantification of how many periods of information amaintain their positions, partially due to the &gy
player can remember prior to the lag, whese(a being used, new players begin cooperating so as to

constant) is the percentage of the fullness ofoperi enjoy the evident returns. The rising trend in
prior to the lag . cooperating players causes the speculative bulwble t

. grow, as does the incentive that sustains it.
However, the players will only remember the

moves made by some adversaries, mainly becausaiti ~ This scenario can be characterized as a minimal
context of incomplete information and the investogquilibrium of cooperation because the number of

cannot assimilate an unreal amount of information. ~ cooperators is bigger than that of defectors, el t
) ) ) growth of the incentive to cooperate is more aaczed
Thus, despite the natural dominance of defection, &han the one linked to defection. Hence, with the

shown in Figure 3, with a small k, as the number gf\aintenance of a low k, the number of cooperators
cooperators grows, the incentive to cooperate Willgntinues to rise to a point at which the equilibni
increase more quickly than to defect, thus implyamg eaches its strongest position (point (2) on Figdiye
intersection between both incentives at a givemtpoi 1,5 the peak of the speculative bubble (or mihima
time in which cooperation thereafter becomes MOrgquilibrium of cooperation) in point (2) coincidesth
appealing. moments seen in the two events previously analyized.
the Great Crash of 1929, it refers to late 1928mihe
volume of stocks traded exceeded utopian markshédr
time of 5 and 6 million stocks. In the crash of @Dthis
is the moment when Nasdaq reached 5.000 points.

Thereafter, the equilibrium becomes more unstable.
In the events described, the markets became more
unstable and volatile after the peak, and investtasks
and states became more anxious and nervous. The
irregularity of the market can be seen as a redul
rising number of investors starting to defect. The
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explanation for this defection may reside in thugaof Nevertheless, this equilibrium will not be stalbde f
parameter k. This parameter contains pieces aflong period of time because investors do not tmave
information that indicate that the bubble is natbé rigid set of preferences, implying the inexisterufea
and that it is better to start leaving the posgitveld on Nash point of equilibrium. However, in future time
overvalued assets before a stressful drop in thlkgha periods the dominating equilibrium will evolve tther
However, this information is only perceived by someypes of state.

investors. Thus, some cease to cooperate and the

equilibrium becomes more volatile. @ ) S %@
A ALY : A

~_ A ~_ A
No of Players The minimal equilibrium of The minimal equilibrium of ‘L
cooperation becomes more strong cooperation becomes less strong and
Defection more instable /

— e
2) e

The minimal equilibrium of
defection becomes strongest and
dominates the previous

[§ Y ——— Cooperation

Figure 5: An illustrative diagram of transition between

Time T el
me the equilibriums of the game

As established in Figure 5, the problem has three
Figure 4: The evolution of the number of playerspha_s_es: The first |nvolve§ the gr(_)vvt_h_of the_ mirima
equilibrium of cooperation, coinciding with the

cooperating or defecting across time: (1) indicates . ) ) .
beginning of the minimal equilibrium of cooperation expansion of the speculation period. The seconibger

(2) Point in time at which the minimal equilibriugf 'S characterized by increasing instability on trerkats,
cooperation is strongest: (3) Beginning of the mial associated to more defective actions made by iakest

equilibrium of defection which will become strondmrt and making thg .equmbnum VOla.t'.le'. The fmal_p_nh
not stable as a solution of the game marks the transition between eqwhbnums and odm_rc
with the crash on the markets and implies the ehtic

This moment marks the beginning of the end of th&tefect dominates for most players.
period. As more players become aware of the_ket;epie 5. Concluding notes
of information, they start to see the cooperatiagqgff
diminishing at a faster pace than that of defectibis is This research aimed to address the behavior of
explained by the value of k, which is reducing thénvestors in extreme situations on the stock markia¢
incentive. There is a causality relation in whichremnk  main purpose was to shed light on some featurékeof
implies less cooperation and therefore a downwaidvestor profile in these situations so as to usided
trend in the cooperative incentive. actions taken individually and as a group.

As the players are using a Tit-For-Tat strateggyth Thus, to obtain a realistic investor profile in $Bo
start to realize some defective actions in somesrothsituations, the main features of the investor were
players and therefore also start also to replithé®r approached in a number of ways. First, the postudat
actions and choose defection; this implies a redesE rationality was analyzed and the existing literaton
preferences that had been relatively stable foorey | asset pricing and portfolio theory was set agathet
period of time (period coincident with speculationpis ideas of behaviorists and neuroscientists; theyficon
implies another intersection between the number difst that the economic agent is not fully ratignia¢ing
players cooperating and defecting. This intersaectill maybe closer to Simon’'s (1955) notion of limited
leads to moment (3) and can be associated to thationality and second, that feasible models ardriks
beginning of the crash. can be constructed which do not take pure ratignad
the central premise the. In addition to behavioral
As referred, the moment after the peak of th%c:onomics and finance, the evolutionism approach an

bubble is related to an environment of increasin .
i, . euroeconomics also seem to agree that the utlitar
volatility and anxiety among market agents. The enor : -
L . agent is not the most efficient way to address some
unstable variations of the market can be interprete roblems

more defective actions made by players. Hence, thE
game reaches a new equilibrium when more players ar The decision-making process is another key feature,
defecting than cooperating; this is a minimal dééec particularly with regard the investor's set of mehces.
equilibrium which coincides with the moments rethte If the options offered in the real world are
with the crash on the market. As more players defesystematically changing and the actual individuzd

the incentives decline but the incentive to coofgeradynamic and mutated set of preferences which may be
becomes smaller more quickly than to defect. Tthes, biased by the influence of limited rationality and
gain of stability in the equilibrium coincides withe information processing, then the process of deaisio
fall of the market, implying also domination ovéret making has to be more complex than shown and dkrive
previous one. by some theories. Considerations about the utility
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function and the set of preferences, the degreeshf
aversion or the process of accounting gains anskfos

by the economic agent become so complex that it is

difficult to resume all in simple axioms. Howevétr,
was showed that the complexity of the agent's fofi

[9] Axelrod, R. (1987), The evolution of strategies in
the lterated Prisoner's Dilemma, in L. Davis
(Ed.), Genetic Algorithms and Simulated
Annealing, Morgan Kaufmann, San Mateo, pp.
32-41

implies that new models, and the one analyzed is th [10]Bechara, A., A. Damasio, H. Damasio and S.W.

study, have to take this kind of consideration into

account.

Given the above, the model generated through th

Iterated Prisoner’s Dilemma gives rise to the higpsis
of the existence of minimal equilibriums of coopama

(in the speculative bubble event) and defection (at
previous moments and during the crash period), lwhic

are not stable because of players’ perceptionsegf k
information and their impact on the set of prefesm
However, it was found that there equilibriums play
successive role if the aim is to see the game walscde

and not as a sub-game. It should also be strebsed t
when individuals act as a group, they do not secur

cooperation, and self-interest is a key factor le t
decisions made. Nevertheless, investors’ motivation
the speculative bubble event can degenerate dudss

of cooperation, as commonly seen at times on corsmon
the
proposed hypothesis launched was corroborated oy th

tragedies in natural resources. In conclusion,

model used. However, the results can vary in i w
the type of event analyzed.
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Abstract - Resilience is the capacity of an ecosystem to
tolerate disturbance without collapsing into a state
controlled by a different set of environmental conditions
and processes. Despite the growing importance of
socioeconomic resilience, this concept has not been yet
carefully defined or satisfactory measured within the
mor e general issue of socio-ecological resilience of both
natural (forest) and anthropogenic (agricultural)
systems. Investigating socioeconomic resilience in a
rapidly changing landscape is important for sustainable
land management under intense and increasing human
pressure, like observed in the Mediterranean region.
This paper presents an overview of definitions and
indicators of the socioeconomic resilience and comments
on some possible measurements of the concept taken
from the parallel ecological literature. The study is
intended to contribute to this deserving issuein the light
of the (increasingly complex) relationships between the
environment, the economic systems, and the social
sphere.

Keywords - Desertification risk, Resilience, Forest

ecosystems, Human systems, land cover.

| ntroduction

Despite  the growing importance  of
socioeconomic resilience during the current peabd
‘economic’ and ‘social’ global crisis, this concéys

increasing interest in Europe, particularly in the

Mediterranean region, whose landscape resulted from
the complex interaction between society, economy,
and the ecosystem (Lepart and Debussche 1992;
Lavorel 1999, Thompson 2005).

The ‘resilience’ term, as originally illustrated by
Elton (1958), refers to the amplitude of changes
brought about by disturbance and by dynamics of
post-disturbance recovery. Holling (2973)
popularized this term within the broader framework
of ‘ecosystem stability’. He provided a definitiarf
‘resilience’ as the amount of disturbance that an
ecosystem could withstand without changing self-
organized processes and structures, defined as
alternative stable states. The ‘resilience’ concegs
not necessarily imply a return to the pre-existing
state, but could be referred to as the capacity to
respond to opportunities which arise as a result of
change (Holling 2001).

In this perspective, Folke (2006) described
‘resilience’ as the set of opportunities that
disturbance opens up in terms of recombination of
evolved structures and processes, renewal of the
system and emergence of new paths (Brand and Jax
2007). ‘Resilience’ hence expresses the adaptive

not been vyet carefully defined or satisfactory
measured within the more general issue of socio-
ecological resilience. This concept has received

capacity that allows for continuous developmenrg lik
a dynamic interplay between sustaining and
developing with change (Carpenter et al. 2001).

This paper presents an overview outlining some
possible meanings and measures of socioeconomic
resilience by debating the implicit definitions
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proposed in the (rather) restricted literature thedls

with socioeconomic resilience and commenting on
some possible measurements of the concept taken
from the parallel ecological literature.

In the first section we present a general
definition of the concept from both the ecologiaatl
the socioeconomic side. A summary methodological
introduction on how to measure socioeconomic
resilience of human and natural systems was
introduced afterwards. The relationship between
ecosystem management and  socio-economic
resilience was further discussed in the light of
complex relationships between the environment, the
economic systems, and the social sphere. In tla¢ fin
section we outlined an economically-oriented vision
of the ‘resilience’ concept as an original conttibn
to the complex research issue of sustainability.

1. Main definitions

In social science literature reviews on resilience,
perhaps the most traditional meaning of
socioeconomic resilience is the ability of a region
economy to maintain a pre-existing state (typically
assumed to be an equilibrium state) in the presefce
some kinds of exogenous shocks. Although only a
few studies explicitly use the term “resilience” sho
of the economic literature that deals with the idéa
resilience is concerned with the extent to which a
regional or national economy that has experienced a
external shock is able to return to its previougle
and/or growth rate of output, employment, or
population (Blanchard and Katz 1992, Rose and Liao
2005, Briguglio et al. 2006, Feyrer, Sacerdote, and
Stern 2007).

Another interpretation could be the idea of path-
dependence, or historical “lock-in” processes; this
concept is based on the assumption that an economy
has multiple equilibria, not all of which are eféat
(in a static or dynamic sense). This suggests a
concept of regional economic resilience in which
resilience is the ability of an economy to avoid
becoming locked into such a low-level equilibrium
or, if in one, to transition quickly to a “better”
equilibrium.

A long-term, holistic perspective, in contrast,
would emphasize the structure of relationships amon
macroeconomic variables that persists over a long
period of time and the economic, political, andiabc
institutions that condition this structure (Reic997).

As an example, a social structure is not static;

although it persists for a long time, it evolvesaays
that ultimately threaten firms’ profitability andrg-
term macroeconomic growth.

The study of resilience would then be the study
of the rise, stability, and eventual decay of the
institutions that underlie long-term regional ecomo
growth. An economy would be resilient to the extent
that its social structure was stable or to the rexteat
it was able to make a rapid transition from one
structure to another. So, in general, socioeconomic
resilience is defined as the ability of a nationaor
region to recover successfully from shocks to its
economy that either throw it off its growth path or
have the potential to throw it off its growth patht
do not actually do so.

Economic systems that experience negative
shocks may exhibit three different kinds of resgans
Some of these may have returned to or exceeded thei
previous growth within a relatively short period of
time (definition concerns dealt with below); these
regions might be called economically resilient. om
may not have been thrown off their growth path at
all; these regions might be called shock-resistant.
Finally, some regions may have been unable to
rebound and return to or exceed their previous;path
these might be called non-resilient.

2. General methodologies

Economically resilient and non-resilient
economies can be identified using data on aggregate
economic  performance, while shock-resistant
countries can be identified using data on industry
performance or other information on non-industry
shocks. Human skill may also be regarded as an
important factor here but is rather difficult to
calculate in a way comparable with the other factor

Economically resilient and non-resilient
economies can in principle be identified by
examining their economic performance over a period
of time. Criteria for a negative economic shock can
be defined and pre- and post-shock growth rates and
levels of economic performance can be measured. A
region which post-shock growth rate is at least as
high as its pre-shock growth rate and that achiéses
pre-shock level of economic performance within a
specified time period can be considered resilient,
while a region that experiences a negative shodk an
does not meet these criteria can be considered non-
resilient.
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A continuous variable can be developed to
measure socioeconomic resilience, e.g. the nuntber o
years (or quarters if the data permit) it takesstoirn
to the previous growth path, percentage of lost
employment (or other relevant measure) replaced
within a standard period of time, or some other
measure that takes into account the relationship
between post-shock performance and the size of the
shock (Hill. et al. 2008). To implement a
socioeconomic resilience measure is necessary to
address a series of measurement issues, such as the
following:

* What measure(s) of economic performance
should be used, e.g. gross domestic product,
employment, earnings, income (and for all of these,
total or per worker or per capita)?

e Should the growth rate for a region be
measured in absolute terms, relative to the nationa
average, or relative to the average in the relevant
economic zoning, census region, or administrative
division (or all of these)?

* How far back in time should growth paths be
traced?

« For how many years should growth paths and
shock periods be measured? Should the same number
of years be used to define pre-shock, shock, ast} po
shock periods, or should the lengths of these gdsrio
be allowed to differ?

e How should growth paths and shocks be
measured (e.g., average annual growth or the sibpe
a regression line through all observations during a
time period)?

* How large does a negative deviation have to be
(relative to the region’s previous performance and/
national average performance) to count as a negativ
shock?

« How should a region’s pre-shock level of
economic performance be defined (e.g., peak or
average performance during the pre-shock period)?

3. Measuring socioeconomic resilience in
natural and anthropogenic systems

The first challenge faced in measuring
socioeconomic resilience is to define spatial areas
that reflect patterns of human activity. Areas dedi
according to ecological criteria (such as hydratagi
basins or bio-geographical regions) do not effetiv
capture these patterns. Any spatial definition of

socioeconomic systems is to some degree subjective;
these are open systems in which people, money,
goods, and services continually cross any boundary
adopted. Further, if socioeconomic systems are
defined in a spatial hierarchy (international, oaéil,
regional, and local), interactions occur among all
levels. The theoretical basis for socioeconomic
resiliency rests on the concept of social well-gein
which is defined as a composition of three factors:
economic resiliency, social and cultural diversity
(e.g. population size, human skill mix) and civic
infrastructure (McCool et al. 1997).

A provisional index of economic resiliency
could be thus developed directly from measures of
diversity in employment or income among economic
sectors. Social and cultural diversity can be messu
by using data on lifestyle diversity. Because there
was no direct way to measure civic infrastructime,
this analysis the population density is used as a
proxy, according to Barkley et al. (1996). The
socioeconomic resilience index is developed mixing
three factors: economic resiliency, population
density, and lifestyle diversity. In this contextet
measures for both economic resiliency and lifestyle
diversity are calculated using a diversity index
(Shannon and Weaver 1949):

D:_Zn:(Ei *logE;)

where, D is the diversity index of an area; i is
the i-th industry; n is the number of industries;i€
the proportion of total employment in the area teda
in the ith industry; logEi is the logarithm (bad®) bf
Ei . The indices are normalized so that all numbers
ranged between 0 (no diversity) and 1 (perfect
diversity). The composite rating of socioeconomic
resiliency is determined by combining the results o
economic resiliency, population density, and lijést
diversity. the socioeconomic resiliency rating lihse
is assigned on the sum of the ratings for the three
factors; that is, the three factors are equallygiveid
(Horne and Haynes 1999).

3.1. Economic-oriented resilience

We said that socioeconomic resilience refers to
the policy-induced ability of an economy to recover
from or adjust to the negative impacts of adverse
exogenous shocks and to benefit from positive
shocks. In the study from Briguglio (2007), economi
resilience is associated with actions undertaken by



Int. ] Latest Trends Fin. Eco. Sc.

193

Vol-2 No. 3 September, 2012

policy-makers and private agents which enable a
region to withstand or recover from the negative
effects of shocks. Actions which enable a region to
better benefit from positive shocks are also
considered to lead to economic resilience. The term
used in two senses in this analysis, respectively
related to the ability to recover quickly from aosh

and to withstand the effect of a shock. The abditya
regional economic system to recover from the effect
of adverse shocks is associated with the flexjbdift

an economy, enabling it to bounce back after being
adversely affected by a shock. On the other hénsl, t
ability will be enhanced when the economy possesses
discretionary policy tools which it can utilize to
counteract the effects of negative shocks.

The ability to withstand shocks relates to the
capability to absorb shocks, so that the end etfeat
shock is neutered or rendered negligible. This e
resilience occurs when the economy has in place
mechanisms to reduce the effects of shocks. For
example, the existence of a flexible, multi-skilled
labour force could act as an instrument of shock
absorption, as negative external demand shocks
affecting a particular sector of economic activign
be relatively easily met by shifting resources to
another sector enjoying stronger demand.

3.2. Constructing a measure of resilience

This section illustrates an attempt to construct a
composite index of economic resilience. However
care was taken to base the choice on a set obtiésir
criteria related to appropriate coverage, simplicit
and ease of comprehension, affordability, suitgbili
for international comparisons and transparency. The
compilation of the index encountered a number of
problems with regard to data collection, the most
important of which were associated with shortage of
data and non-homogenous definitions across
countries. A resilience index should be aimed at
measuring the effect of shock-absorption or shock
counteraction policies across countries. It is
hypothesised that the variables that capture these
effects are the following:

- macroeconomic stability;
- microeconomic market efficiency;
- good governance;

- social development.

Macroeconomic  stability relates to the
interaction between an economy’s aggregate demand
and aggregate supply. If aggregate expenditurein a
economy moves in equilibrium with aggregate
supply, the economy would be characterised by
internal balance, as manifested in a sustainabdalfi
position, low price inflation and an unemployment
rate close to the natural rate, as well as by eater
balance, as reflected in the international current
account position or by the level of external debt.
These can be all considered to be variables whieh a
highly influenced by economic policy and which
could act as good indicators of an economy’s
resilience in facing adverse shocks.

In this study the macroeconomic stability aspect
of the resilience index proposed is constructedhen
basis of three variables:

- the fiscal deficit to GDP ratio: the
government budget position is suitable for inclasio
in the resilience index because a healthy fiscal
position would allow adjustments to taxation and
expenditure policies in the face of adverse shocks.

- the sum of the unemployment and inflation
rates: those indicators are also considered to be
suitable indicators of resilience. This is becapisee
inflation and unemployment are strongly influenced
by other types of economic policy, including
monetary and supply-side policies. They are
associated with resilience because if an economy
already has high levels of unemployment and
inflation, it is likely that adverse shocks would
impose significant costs on it.

- the external debt to GDP ratio: the adequacy
of external policy may be gauged through the
inclusion of this indicator. This is consideredb® a
good measure of resilience, because a countryawith
high level of external debt may find it more diffit
to mobilize resources in order to offset the eHeuft
external shocks.

Microeconomic market efficiency is constructed
on the variables that composing the Economic
Freedom of the World Index (Gwartney and Lawson
2005), entitled “regulation of credit, labour and
business” which is aimed at measuring the extent to
which markets operate freely, competitively and
efficiently across countries. In the financial metrk
this index assesses the extent to which the banking
industry is dominated by private firms; foreign kan
are permitted to compete in the market; credit is
supplied to the private sector; and controls oarggt
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rates interfere with the market in credit. All thes
relate to the degree of interference by governrirent
the financial market, which could preclude the
economy from reacting flexibly to shocks.

Similar considerations apply in the case of the
labour market. Here interference relates to unduly
high unemployment benefits (which could undermine
the incentive to accept employment), dismissal
regulations, minimum wage impositions, centralised
wage setting, extensions of union contracts to non-
participating parties and conscription. All these a
viewed as possibly precluding work effort, thereby
limiting the ability of a country to recover from
adverse shocks. Bureaucratic control of business
activities are also thought to inhibit market
efficiency.

Good governance is essential for an economic
system to function properly and hence to be retilie
Governance relates to issues such as rule of law an
property rights. This is considered to be usefuhia
context of the present exercise in deriving anxnofe
good governance. This concept covers five
components: judicial independence; impartiality of
courts; the protection of intellectual propertyhtig;
military interference in the rule of law; and pmél
system and the integrity of the legal system.

A composite index was computed by taking a
simple average of the four components previously
described: macroeconomic stability, microeconomic
market efficiency, good governance and social
development. All observations of the components of
the index were standardised using a linear
transformation. This transforms the values of
observations in a particular variable array so thay
take a range of values from 0 to 1 (Briguglio 2006)

4, Ecological resilience, ecosystem
management and socioeconomic resilience

One of the objectives for the ecosystem
management is to encourage socioeconomic
resilience defined as the ability of human insiig
to adapt to change (Haynes et al. 1996). These
institutions include both communities and economies
A community is defined as a sense of place,
organization, or structure (e.g. Galston and Baehle
1995). An economy is defined by transactions among
people that allocate scarce resources among
alternative uses, and may exhibit different spatial
configurations than communities. With the concdpt o
socioeconomic resilience, this vision recognizet tha

change is inherent in human systems. Social and
economic factors are continuously changing -
population grows, people migrate, social values
evolve, and new technologies and knowledge are
created.

In the study from Horne and Haynes (1999) the
challenge is how to develop a measure of
socioeconomic resilience that is useful for
understanding the extent to which changes in pici
for land management may affect the human systems
coincident with those lands (Quigley et al. 1998)e
interest of this analysis stems from a long-held
concern about the relation between ecosystem
management practices and the economic well-being
of nearby residents.

In this analysis it is assumed that the relation
between diversity and resilience in social and
economic systems is similar to that in the ecolalgic
literature (e.g. Moffat 1996); that is, a systemnthwi
higher diversity is less affected by change than a
system with lower diversity and the former therefor
has higher resilience. Socioeconomic systems with
high resiliency are defined as those that adapkdyui
as indicated by rebounding measures of
socioeconomic well-being. People living in areas
characterized by high resilience have a wide rafge
skills and access to diverse employment
opportunities.

Thus if specific firms or business sectors
experience downturns, unemployment rates rise only
briefly until displaced people find other employrhen
Systems with low resilience have more lingering
negative impacts, such as unemployment or out-
migration rates that remain high for several years.
The terms “high” and “low” should not be thought of
as “good” or “bad,” but simply as a reflection tiet
ability of a socioeconomic system to respond to
changes in social or economic factors. Note that
having greater diversity (and higher resiliencegsio
not eliminate the possibility of wide fluctuatiofar
single economic entities or sectors.

5. Concluding remarks

The approach previously described is potentially
interesting but rather narrow in scope and very
difficult to measure across countries. Other
components of the ‘resilience’ dimension can be
mentionned at this point. We made just two examples
in the follows.
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Social development is an essential component of
economic resilience. Social development in a cquntr
can be measured in a number of ways. Variables
relating to income such as its dispersion and the
proportion of the population living in poverty, the
long-term unemployment rate — indicating the
proportion of the population with low skills and
inadequate employment prospects and the
proportion of the population with low level of
education could be useful, additional indicatorshi®
illustrated evaluation system.

Economic resilience can also be viewed to be
determined by a series of other (non-social, non-
institutional) factors apart from those mentioned
above. It may be argued, for example, that it cdndd
useful to consider the effects of environmental
management in this regard (see also paragr. 5). The
environment can be an important source of
vulnerability by giving rise to shocks of an adwers
nature, principally by rapid events, such as
earthquakes and floods. In turn, these would have
important repercussions on the economy and society.

In conclusion, only a thorough analysis
involving multiple research dimensions from
environmental, economic, social, and political #sd
and also multiple assessment scales (from local to
sovra-national) may assure a conceptual definition
and a reliable operational description of the
socioeconomic resilience.
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Abstract— Nanotechnology can be a powerful weapon
in creating competitive advantages in the energy
market, through the use of the photovoltaic nano-
panels, which may reduce production costs and
simultaneously meet the socio-environmental
requirements. It is a way to produce clean energy.
Moreover, today the adoption of nanotechnology in
energy production can make this kind of energy very
interesting along the years, and fractal theory mayelp
to show the effects. Nanotechnology may, in fact,eb
responsible for unimaginable gains, both economidgl
and to preserve the planet.

Keywords - Nanotechnology, photovoltaic nano-panels,
solar energy, process.

1. Introduction

In the new era in which competition has become
global, technological innovations are the way to
companies overcoming the challenges in the context
of competition, by applying innovations to their
production processes.

A run to technological innovations becomes quite
visible, especially in the last decade in which life
cycle of products has decreased considerably. Many
developments in terms of innovations have been seen
in communications, medicine, robotics, computing,
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energy or many other sectors of society.

It is very relevant to see the role that interroakt
over, the development of mobile devices, new
medical imaging, the self-service centers, bants, e
The truth is that people have become dependent on
new technologies and companies became dependent
on the process of constant search for innovatian. B

it is not possible to say in what extent this itali
The fact is that just as some people do better
professionally than others, some companies also do
better in the competitive environment than others.
Notably, in both cases, both individuals and
companies that stand out have something in common:
the ability to innovate.

This scenario is to highlight one of the great stifee
revolutions in human history, nanotechnology, which
opens up unimaginable possibilities in variousdfiel
of human reality and in various fields of science.
Today the influence of nanotechnology can be seen i
areas such as medicine (implantation of nano-robots
for example), agriculture (for pest control) or mpan
others. The possibilities are endless on thesasfiel

The use of nanotechnology in the production
processes of industry is evidenced in this artitie,
particular in the production of electric energy
produced by photovoltaic panels. Emphasis is placed
on the competitive advantage associated with tke us
of nanotechnology to solar energy production for
companies in this market segment.



Int. ] Latest Trends Fin. Eco. Sc.

198

Vol-2 No. 3 September, 2012

The American firm “"Nanosolar”, which studies are
sponsored by major companies like Google or IBM,
or resulting from the allocation of benefits offérey

the Department of Energy, is leading the race for
energy production derived from nanotechnology. It
has named this technology as "nano-photovoltaic
panels".

The use of this product has been showing a reductio
in total costs on firms in relation to other typefs
solar energy, and meet government requirements and
social use of energy from clean sources.

Despite the high feasibility for the economy and th
environment, there are some considerations regardin
the ethical and moral limits on nanotechnology that
should be taken into account.

2. The Emergence of Nanotechnology

The first person to conceptualize Nanotechnology
was Richard P. Feynman, although he has not used
this term in his speech to th&émerican Physical
Societyon December 29, 1959, where he made the
first comments on the subject. The word
"nanotechnology" was first used by Professor Norio
Taniguchi (1974) to define the fabrication of alsca

of 1 nm. Nanotechnology is the potential ability to
create things from the smallest element, using the
techniques and tools that are being developed today
to place every atom and molecule in place. Theofise
nanometer implies the existence of a system of
molecular engineering, which will likely generateet
subversion of the factory manufacturing model &s it
known.

However, nanotechnology will offer, in addition to
products of higher quality at lower cost, a rande o
possibilities to produce new means of productioth an
new types of resources and factors. This is a
manufacturing system that could produce more
manufacturing systems (plants that produce other
plants) in a quick, cheap and clean way. The means
of production may be reproduced exponentially.rso i
just a few weeks, power would pass from just some
to several billion nanofactories. Thus, this reprgs

a kind of revolutionary technology, manufacturing,
powerful, but also with many potential risks, besid
the benefits it has (see Euroresidentes, 20111 )p. 0

In Brazil, the budget of the Ministry of Sciencedan
Technology for the next four years is R680 million
this area. Overall it is estimated that only depeld
countries will allocate a sum of around USD 5.5
billion. An important example of successful

application of nanotechnology Empresa Brasileira

de Agropecuaria(Embrapa). It has been working
with nanotechnology in various research centers and
has already released some products. One of the most
notable is perhaps the "electronic tongue", a devic
that combines chemical sensors with nanometer-thick
with a computer program which detects flavors and
aromas and serve to quality control and certifazati

of wines, juices, coffees and other products ( see
DIEESE, 2008, p. 03).

As suggested earlier, the subversion of the indstr
model was directly related to the use of
nanotechnology in the various branches of economic
activities. However this study gives an outline tlog
manufacture of electric power, which generically
McKibben considered itself as a country's economy
(see McKibben, 2009, p. 24).

Nanotechnology is therefore contributing to the
transformation of traditional models, being the way
goods and services are produced, or in the way the
production is conducted and made.

3. Nano-photovoltaic Panels as an
Innovation

Companies need to be dynamic in the development of
innovations and thus creating competitive advargage
through its production processes so they can create
economic value, and consequently generate their
viability based on the market in which they operate
For McDonough 11l (2009, p. 04) "in the current
buoyant economy, organizations must continually
reinvent what they are and what they do [...]".sThi
means that they need to constantly maintain market
differentiation, through deliberate strategies mey

to obtain competitive advantages that provide
monopoly profits, even if temporary, in this
environment that requires from companies a high
degree of competitiveness.

The competition is part of a dynamic and
evolutionary operation of the capitalist economigeT
evolution of this economy is seen as over time thase
on an uninterrupted process of introduction and
diffusion of innovations in a broad sense, ie any
changes in the economic space in which these
companies operate, whether changes in products,
processes, sources of raw materials, forms of
productive organization, or in their own markets,
including in terms of geography (see Schumpeter,
Brazilian version, 1982, p. 65).
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According to McAfee and Brynjolfsson (2008, p. 78)
"the result is that an innovator with a better vedy
doing things can grow at unprecedented speeds and
dominate the industry".

In contrast, at the same time, which seeks a leighl |

of competitiveness, it is understood that there is
need for companies to retain the existing common
resources for their optimization in the future hesma

we can no longer count on such a supply of natural
resources to meet the continuing huge demand, given
the level of production that humanity has achieved
over the last century.

To Nogami and Passos (1999, p. 03), from the harsh
reality of scarcity arises the necessity of choRiace

it is not possible to produce everything that peopl
want, mechanisms must be created to somehow show
to the societies the path to decide what goods to
produce and what needs are met.

The concepts that are consistent with the podsibili
of economic and technological efficiency allow os t
make an analysis of the act of production through t
combination of forces and inputs in the production
unit. All the means or methods of production intéca
some of these combinations. Production methods
vary in how such combinations occur, or by objects
or by the combined ratio of their quantities. Every
concrete act of production incorporates some
combination thereof. It could also be considerea as
combination enterprise itself, and even the pradact
conditions of the whole economic system (see
Schumpeter, 1982, p. 16).

The possibility of economic and technological
efficiency reflects a producing combination of fesc
and inputs to reach an interesting production |éwel
the company. All the means or methods of production
indicate different combinations. Production methods
vary in how such combinations occur, or by objects
or by the combined ratio of their quantities. Every
concrete act of production incorporates a kind of
combination. A company can itself be considered a
combination by itself, and even the production
conditions of the whole economic system (see
Schumpeter, 1982, p. 16).

Thus, it can be said that any company that usesicle
energy in its production of goods and services, in
particular the use of photovoltaic panels generated
nanopanels, generates competitive advantage by
breaking the closed circle of the economy by cnegti

a new mechanism of generation of market value,

since it is a new way to produce through a new
combination of available resources.

In a direct way, besides the fact that the use of
photovoltaics is already an innovation in itselhem

it is combined with nanotechnology, its power of
subversion, which can also be interpreted as its
ability to break paradigms in the energy industry,
takes the form of a powerful competitive weapon of
production units.

Given this context, nanotechnology combined with
solar energy production becomes interesting for the
production units, whether public or private.

4. Deployment of a Photovoltaic

system
4.1. Manufacture of a Nano-Solar Panel

In order to describe how a nanopanel is got, first
semiconductor nanoparticles have to be produced
(approximately 20mn of size, which is the equivalen
of 200 atoms in diameter). Later, aluminum sheets
are placed in presses, similar to those used ierpap
graphics. These aluminum sheets can be dynamic in
the way they are used, due to their length and thei
width. This makes a product much more adaptable to
the needed formats. After that, a thin layer of
semiconducting ink is painted on aluminum substrate
Then another press deposits layers of cadmium
sulfide and sulfur and zinc oxide (ZnO and CdS).
Zinc oxide layer is non-reflective to ensure that
sunlight is able to reach the semiconductor layer.
Finally, the leaf is set in solar cells. Unlike eth
methods of manufacture of panels that require a
special location for manufacturing, on this system
nano-panels can be produced outdoors.

4.2, System Operation

To produce energy derived from solar radiation is
necessary to understand the functioning of a
photovoltaic cell. The photovoltaic solar energy is
obtained through direct conversion of light into
electricity, the so-called "photovoltaic effect"eés
Becquerel, 1839, the discoverer of this effect).

The photovoltaic cell works when light reaches the
photovoltaic panel and moves electrons which
circulate freely from atom to atom, forming the
electric current.

The photovoltaic cell is a practical application of
photoelectric effect. When the light falls on carta
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substances, takes off electrons that circulatieglfr

from atom to atom, form a chain that can be stored.

The photovoltaic cell that transforms the lightoint
electricity will continue to generate power accagli
to the level of radiation emitted, i.e. while thangl
receive the light it will continue to generate
electricity.

For Nascimento (2004, p. 02) "the photovoltaic cell
does not store electrical energy, but maintainsw f
of electrons established in an electrical circsitang

as there is light on it".

sunlight

silicon
junction
p-type

silicon
photons
electron flow

vl
Con

+ “hole* flow

Figure 1- Energy Conversion
Direct conversion of solar radiation into electsci
(Source: Australian CRC for Renewable Energy Ltd)

4.3. The Installation of Photovoltaic System in
a Company

A photovoltaic installation in an organization ca@
independent or have a connection to the electricity
grid. For this connection to the network, it is
necessary to establish a point of reception. Thetpo
is the point of power system network of the public
service, which makes the connection of the
installation. The sine wave inverter is used on

systems connected to the power system network.

Most homes use alternating current of 120 Volts 60
Hz. The sine inverter transforms the direct current
photovoltaic system (ranging usually between
12Vcd-360vVed) in 120 VAC, 60 Hz and
synchronizes with the electrical network (see Fegur
2).

The photovoltaic panels are easy to install, b&ing
relatively simple process, regardless of the

installation location, since there is a flexibiliin
choice of location, especially with the use of nano
panels. There are several possible locations for it
installation, such as rooftops, or even on the gdou
or in the buildings’ painting. On the roofs, the
support structure will be secured to the roof stme;

or in the ink of the tiles and structures. For pla@els
installation on the ground a suitable structureustho
be used for fixing them to the ground.

In  photovoltaic installation for  enterprise
consumption, the connection is made to the eledtric
system of the building of the production unit.
Considering the photovoltaic installation, aiming t
sell the surplus energy to private or public netydr

is essential to record it in the system to accdhat
power sent to the power grid. This record quartifie
the energy that is released and the energy that is
billed to the electrical network. The registry will
preferably be close to the main electricity recogdi
in the company.

Consequently, the materials used in photovoltaic
network deployment have the same characteristics
and the same lifetime of equipment already used in
other electrical installations. They differ only ihe
batteries of energy that have a lifespan of 5 to 10
years and act as accumulators for use in schedules
without the presence of solar radiation.

Charge

pc AC
Controllar Loads B Loads

|
’ s

OITOn Hew Stutf Worka

Figure 2 - Photovoltaic system installation.
Schema of a complete photovoltaic installation.
(Source: Toothman, J. and Aldous, S., 2000)

4.4. Costs of Solar Photovoltaic Energy

A company in a competitive market like the one of
nowadays has necessarily to be very competitive. To
be competitive, the company should prioritize the
maximization of its profits, and the minimizatiof o
its cost of production.
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In fact, a competitive advantage reflects a costs
reduction in production. According to Varian (2006,
p. 386) "the short-term cost function is definedtas
minimal cost to achieve a given level of production
with only the adjustment of variable factors of
production”. Costs can be divided in two typesedix
costs and variable costs. Fixed costs are costs tha
remain constant, regardless of the degree of
occupation of the productive capacity of the
company. These costs derive from the very existence
of the company. The variable costs are the costs
arising from the degree of occupation of productive

factors on the company. For Sandroni (2007, p. 219)
they are "a part of the total cost that vary acitmy do

the degree of occupation of the productive capaxity
the enterprise: for example, cost of raw materials,
wages for production and others".

Considering this, the cost arising from the use of
photovoltaics fits both fixed costs (resulting frahe
installation, on equipment required for the generat

of energy) but also fits into variable costs (ré&agl
from the level of use of generated energy, varying
accordingly to the allocation of resources and the
level of production).

Type of energy
Electric power network
Photovoltaics (silicon Panel)

Photovoltaics (nano-Panel)

Cost per kWh (R$)

Cost per kWh (€)

0,34 0,12
10,49 3,75
0,92 0,34

Figure 3 - Cost per energy type
(Source: Adapted from Scientific American 2008)

Considering figure 3, showing the costs relating to

the use of some types of energy: the electricibynfr

the public network, the solar photovoltaic energy

through silicon panels and energy generated by
photovoltaic nano-panels. The costs of solar power
generated by nano-panels is between the other two
ones. Therefore, cheaper energy means reduction of
variable costs and this type may be a very

competitive future type of energy.

Compared with the use of the energy supplied by the
local public network, energy derived from solar
panels still presents a higher cost of operation.
However, the difference in costs between them has
been dropping consistently and it happens even if
compared to photovoltaic solar energy generated by
silicon panels, which presents a much greater
production cost than the energy generated by nano-
photovoltaic panels. It can be also considered that
there are extra costs generated by hydroelectiepo
that are subjective, because they affect the
environment where the entrepreneur belongs. Allied
to this, in Brazil a strong trend of increased sagith

the production of hydroelectric power can be
observed. In Brazil the total cost of energy

production has been performing considerably above
the country's inflation in the period.

There is an advantage of using photovoltaic energy
through the use of nano-panels once there arengaso
that qualify the use of photovoltaic energy as a
generator of competitive advantages in the market.
The company that owns this type of technology is
likely to have a reduction of its variable costdhen

compared with the solar energy generated by
photovoltaic silicon solar panels. There is also a
perceived competitive advantage considering the
conservation of the environment when it is compared
with the energy provided by the local public netkvor

45. A New Opportunity for Power

Generation Based on Nanotechnology

In addition to the already existent nano-panels,
another opportunity to revolutionize the market is
already in sight. Some scientists through a rebearc
nanotechnology have developed devices capable of
recharging nanoscale devices without the need for
bulky quantities of energy provision as the battery
and cables connected directly to the electric ngtwo
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To convert the mechanical energy of body motion,
muscle stretching or water into electricity, thare
"nanogenerators” that may make possible a new class
of implantable medical devices, sensors and patabl
auto-feeding electronic devices (see Wang, 2010, p.
01).

The system works as follows: the current-producing

nanogenerators flexion and then release zinc oxide
nanowires that are simultaneously piezoelectric and
semiconductors. In summary, nanogenerators convert
mechanical energy into electrical energy. This is

undoubtedly a giant step in the search for viable

solutions to the economy and society in general in

several areas.

Untili now many possibilities derived from
nanotechnology have been presented to the
production of goods and services in the economy.
However a great barrier to the full use of these
devices has been in fact the power source, either b
its absence by itself, and by replacing the energy
storage system with batteries, because the existent
ones are too expensive and generate a high defyree o
pollution when they are discarded. The impact &f th
change may be very considerable, for example,éen th
production of goods and services in isolated locesti

as it is the case of the Amazon region.

Being interesting for being used inside the body
because the zinc oxide is not toxic, the
nanogenerators could also be used whenever the
mechanical power-hydraulic movement of either the
sea water, the wind or the movement of a foot msid
a shoe, for example, is available. Nanowires may
grow on crystal substrates but not only, they can
grow also in any film based on polymers. One day
the use of flexible polymer substrates may allow
portable devices to be powered by the movement of
their users (see Wang, 2010, p. 02).

Of course this is just speculation yet. Howevas i&
possibility to be considered in the future and wloul
represent a revolution in the way man produces
power and in the way people may satisfy some needs
and consumers satisfy some desires.

5. Marketing representation through
nanotechnology innovation in the
energy sector

The importance of nanotechnology associated with
energy production in industrial production is athga
considerable and evident. However a question hangs

in the air: is it possible to validate the benefitgshe
use of nanotechnology in the production of goods an
services?

In fact, considering the nanotechnology used in
energy production so far presented in market terms
allows a new stage of development in the world
economy. After all, goods just may be reproduced at
big scales if they have marketing value.

"Theory of geometry of fractals" can be used to
explain the possible performance of an innovation
derived from the nanotechnology in the market.

Having into account the geometry of fractals, fahct
is a word coined by Mandelbrot to describe the
irregular geometry. It represents something fraatur

- from the Latin fractus, fractured source. Frattas
repeating geometric patterns in different scales,
revealing increasingly smaller versions of themsglv
(Taleb, 2009, p. 321).

In quantitative terms, the fractal geometry is mugh
more than numeric measurements which are, at least,
partly preserved in different scales, and the
proportions are kept the same.

The Mandelbrot set, widely used in association with
chaos theory, allows us to consider some notestabou
this subject. For example, a set can be seen itesma
resolutions without ever reaching the thresholeinev
though the forms never be the same but smaller
reproductions of themselves with small changes.

In mathematical and statistical terms, the fractal
geometry has numeric measurements that are
preserved in different scales.

Fractal geometry is referred on this economic

phenomenon for explaining the consequences of the
use of nanotechnology today in energy production

that can generate a great effect in a few yearsitYe

is from general knowledge that the accurate

prediction of this effect is impossible to be measu

In practice the fractal geometry can be presemntet i
simple example in this subject, using the philogoph
of the example used by Taleb (2009, p. 293),
explaining the difference between the Gaussian
model and the Mandelbrotian model. Mandelbrotian
model allows us to illustrate how the use that yoda
made from nanotechnology in electrical energy
production can increasingly promote its use making
a long-term trend.
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Consider, for illustration, the probability of gety
rich in Europe, accepting for simplification of
analysis that wealth in Europe is Mandelbrotian
(scalable).

Tabela 1: Scalable Distribution

Scalable distribution of wealth
People with Liquid assets | 1in 62,5
greater than 1 million Euro
Greater than 2 million Euro 1in 250
Greater than 4 million Euro 1in 1000
Greater than 8 million Euro 1in 4000
Greater than 16 million Euro 1 in 16000
Greater than 32 million Euro 1 in 64000
Greater than 320 million Euro 1 in 6400000

Source: Adapted from Taleb (2009).

As can be seen in table 1, in the course of the
evolution of the probability process of wealth ia n
moment any event diminishes the intensity of the
movement or trend. As wealth increases, the chance
to get rich decreases. In mathematical terms, this
implies the use of power laws. Note in the exangple
Taleb (2009), that the inequality between the super
rich is the same inequality between the simple;rich
i.e. the speed does not diminish.

Now let this to occur with the use of nanotechnglog
with the extensive use of photovoltaic nano-panels.
The market acceptance could be something very
similar to this effect, except that instead of thiing

in probability occurs an increase, i.e. there is a
scalable growth of the number of organizations that
use solar photovoltaic energy of nano-panels.

In general terms, the use of nanotechnology for
photovoltaic solar energy production can increase
significantly, reflecting it a case of complete

acceptance of the technology. In other words, the
tendency to spread on the market is considerable.

In summary, the photovoltaic nano-panels are
economically efficient and environmentally friendly
Considering the economies of scale, the positive
effects could be unimaginable and the effects very
positive in the economy, businesses, or in the
preservation of the environment. The development of
this technology would permit to overcome one of the
greatest problems related to solar energy, it would
eliminate the need for large areas for the indtalta

of photovoltaic panels. After all, nanotechnology
ensures for example that the photovoltaic cellshEan
adjusted to the ink in the companies buildings.

6. Ethics and Nanotechnology

According to Richard Feynman (1959), the principles
of physics do not speak against the possibility of
manipulating things atom by atom; it would not be a
violation of the law; it is something that,
theoretically, can be done, but that, in practizas
never carried out because we are too big.

The new characteristics of nanotechnology raise
some hypotheses about the possibilities and risks
brought by this new technology. The materials are
changed on a scale that is not visible to human
beings, even with the aid of a conventional
microscope. Just to show the type of change made on
nanoscale, a big investment in scientific equipnient
need (see DIEESE, 2008, p. 03).

In the development of new technologies - and
nanotechnology is not different on this aspect -
economic agents should have in mind the search for
the creation of mechanisms to monitor and control
the entire process, allowing the society to be avedr
both, the positive possibilities and the possible
problems arising from the adoption of
nanotechnology in the production of goods and
services in the economy.

The principle should be established: what will be
controlled and who will make the implementation of
the control to be done. After all, we will be tali
about something invisible to human eyes, therefore,
in this case all the details are important.

It is possible that what we are dealing with is ast
simple as it seems, it is a unprecedented challenge
human history. For example, in cases of negative
externalities derived from leaks of toxic wasteiat
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river, these problems are easily perceived. However
in terms of nanotechnology, this kind of perception
will not be possible. This means that the public
control of the events will be quite different fromhat
exists today.

In order to have some balance between the control
and the exploitation of resources with
nanotechnology, the communication between the
actors involved will be important, especially among
companies which use it and in the society in gdnera

Finally, the monitoring of the role of nanotechrgpfo

in the relationship between business and socielly wi
be crucial, by submitting it to permanent ratings,
especially in what concerns to the evident impartan
for economic development.

7. Conclusions

The possibilities that nanotechnology offer to
humanity are very huge and cover all the possible
ways people connect with each other and with the
natural resources for the production of goods and
services.

At first, the recognition that there are significan

dangers when there is a wrong use of them is etriden
These risks are materialized under the prism of
problems arising from human nature itself, as
corruption and bad faith, or over-exploitation of

resources.

However, the benefits arising from the use of
nanotechnology may break paradigms and may
contribute significantly to satisfy consumption dse

of humanity. These advantages can be visible in
particular in terms of reducing costs and enhancing
the quality of both the products and the production
method, and can be particularly seen for example fo
the case of electric power production that is based
nano-photovoltaic panels.

The wuse of nanotechnology requires some
precautions. There are risks involved. This always
happens with any kind of a new available technology
with so many possibilities of use and which consour
are difficult to define. It is important to stretsgmt the
benefits are not only to the productive units, fout
the society as a whole. Not using it would certainl
bring to the humanity a reduction in wealth and
quality of life. Anyway, the balance between costs
and benefits may take into account all the relevant
elements of the analysis.
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Abstract - The measurement of output persistence in
Portugal isthe main goal of this paper. By the use of a
non-parametric methodology, it is shown that the level
of output in Portugal exhibitsa relatively high degree of
persistence. This result is essential from a
(contractionary/expansionary) policy point of view as
the magnitude and duration of policy effects depend
upon the level of persistencein output.
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1. Introduction

The recent world economic and financial crises
have been mitigated by several kinds of economic
policies, in particular by fiscal measures desigted
obtain immediate growth through countercyclical
stimulus or to make the economy grow after a period
of austerity. Plainly, the success of those pdicia
particular the contractionary ones, depend upon the
reaction of economic agents, in particular, anthef
whole economy, in general.

The presence of persistence, here understood as
inertia, can substantially change the reactionhef t
economy to a policy shock or to innovations.
Persistence can reduce the incidence, length, and
severity of shocks and of changes in economic
conditions. Furthermore, measuring the response of
output to a shock is also important because it may
show when it is more essential to act to overcdme t
harmful effect of a shock.

Traditionally, macroeconomic policies play the
dominant role in smoothing the business cycle, but
the effectiveness of those policies depends upen th
economy’s resilience. That is, the success of those
policies depends upon the ability of the economic
system to absorb the policy shocks and to return to
the baseline. Therefore, given the presence of
persistence in output, the key question is wheittisr
viable and effective to design countercyclical piels
that act through expenditures, even if they are
optimal.

The literature on the importance of persistence in
macroeconomics is inexplicably insufficient. The
first macroeconomic studies incorporating the issue
of persistence appeared only in the early 19804, an
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only recently did a factual interest, from an erigair
point of view, in the phenomenon emerge. The
importance and the need to (theoretically and
empirically) study the phenomenon are further
strengthened by the current economic and financial
crisis, in which the persistence of the recess®a i
central issue.

The first studies that explicitly considered the
importance of persistence were of a macroeconomic
nature and began by highlighting the role of both
staggered wage-setting and staggered price-setting
a source of persistent real effects of monetargleho
(Taylor, 1980; Rotemberg and Woodford, 1997;
Huang and Liu, 2002; see also Ascari (2003) for a
critique of the real role of staggered wage-settind
staggered price-setting as sources of inertia)th@n
other hand, given the alleged inability of standard
real business cycle models to reproduce the ewoluti
of output shown under real-world conditions (Cogley
and Nason 1995), the inertial hypothesis was also
used to explain the (strong) persistence of outpait
was observed in reality (Bouakez and Kano, 2006;
Maury and Tripier, 2003). However, this
development did not lead to a consensus, and the
possibility of monetary policy shocks affecting
aggregate output remained central to the debate.
Indeed, the persistence of shocks on aggregatetoutp
has been, and still is, one of the issues mosn ofte
subject to examination, and this will probably be t
case for some time.

Multiple theoretical explanations have been
proposed for the empirical evidence that monetary
policy shocks can have a permanent effect on
aggregate output (or unemployment). These
explanations include imperfect information and shor
run nominal price stickiness (Kiley, 2000; Wang and
Wen, 2006). Furthermore, Jonsson (1997), Lockwood
(1997) and Svensson (1997) have analyzed the
consequences of inflation contracts on output or
unemployment persistence. All these studies share
the idea that whether or not price rigidity is
responsible for output or unemployment persistence,
this should be seen as an empirical issue ratherah
theoretical one.

Another interesting consequence of output
persistence is that it may invert the political iness
cycle, which is typically associated with depressio
at the beginning of the mandate followed by pre-
election inflationary expansion (Gartner, 1996, 9,99
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Caleiro, 2009). Quite recently, increased inteigst
analyzing the persistence of output and inflatias h
been registered, and this has included studiekedaf t
relationship with the degree of openness of the
economies (Guender, 2006), the exchange-rate
regime (Giugale and Korobow, 2000) or the
structural changes in the preferences of consumers,
firms or policy-makers. For the case of consumption
in Portugal see Belbute and Caleiro (2009).

The goal of the paper is to contribute to the
understanding of the effects of the policy measures
recently taken in Portugal in the aftermath of the
financial aid requested in May 2011. We do so by
measuring the degree of persistence in output g¢firou
the use of a non-parametric methodology proposed
by Marques (2004) and Dias and Marques (2010).
This new measure of persistence can be defined as
the unconditional probability that a stationary
stochastic process will not cross its mean during
periodt.

Our results show that the level of output in
Portugal exhibits a fairly high degree of persisten
Plainly, this result is essential from a
(contractionary/expansionary) policy point of view
the magnitude and duration of policy effects depend
upon the level of persistence in output.

The remaining of the paper is organized as
follows. In Section 2, some methodological notes
about persistence are offered. Section 3 preshats t
data. Section 4 is fulfilled with the empirical ués.
Section 5 concludes the paper.

2. Methodological notes about the
persistence

Starting with a simple definition, persistence is
the speed with which a certain variable, such as
output, returns to baseline (its previous levetpraf
say a shock, i.e. some event (for instance, alfisca
policy measure) that provoked an increase (or
decrease) in output. This definition, in other wgrd
implies that the degree of output persistence is
associated with the speed with which output respond
to a shock. When the value is high, output responds
quickly to a shock. On the contrary, when the vasue
small, the speed of adjustment by output is low. To
put it clearer, a variable is said to be the more
persistent the slower it converges or returns $o it
previous level, after the occurrence of a shock.

Quantifying the response of output to a shock is
indeed important not only because it may allow
assessing the effectiveness of economic policy
measures but also because it may, indeed, show at
what time is more essential to act, through those
measures, in order to overwhelm a harmful effee of
shock over output. By definition, quantifying the

response of output to shocks implies evaluating the
persistence of output.

As the estimates of persistence at timavill
express how long we expect that a shock to output
will take to die off (if ever), given present apdst
output, authors have proposed to obtain those
estimates by the use afitoregressive model#s it
is well known, a univariate AR(K) process is
characterised by the following expression:

k
f, =/'I+Zaj ft—j t&
= @)

where f, denotes output at momemt which is
explained by a constant/, by past values up to lag
k, as well as by a number of other factors, whose
effect is captured by the random varialgle. Plainly,

(1) can also be written as:

k-1
Af, = p+ Zdeft—j + (p_l)ft—l &
=

)

where

®3)

ando; = - Zk:a'i .

i=j+1

In the context of the above model (1), or (2),
persistence can be defined as the speed with which
output converges to its previous level after a Khnc
the Pisturbance term that raises output at mornieynt
1%.

The techniques allowing for measuring the
persistence are based on the analysis of the
autoregressive coefficients in (1) or (2), which are
subject to a statistical estimation. Plainly, thesin
simple case of the models (1) or (2) is the scedall
AR(1) model:

fi=u+af_ +e. (4)

! Given that the persistence is a long-run effeca shock
to output, this concept is intimately linked to ancept
usually associated to autoregressive models su¢h)aw
(2), i.e. the impulse response function of outmidtich, in
fact, is not a useful measure of persistence stadafinite
length.
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Clearly, the variable&, in this kind of models

has a particular importance given that it may be
associated with policy measures leading to a shock
output. A positive shock, at moment, will
significantly last for future moments the highethe
autoregressive  coefficienta;.  Following  this
approach, Andrews and Chen (1994) proposed the

k

sum of the autoregressive coefficienys,= 20’1 ,
=1

as a measure of persisteicéhe rationale for this

measure comes from realizing that fpf € 1, the

cumulative effect of a shock on output is given(by

)

Quite recently, Marques (2004) and Dias and
Marques (2010) have suggested a non-parametric
measure of persistence, based on the relationship
between persistence and mean reversion. In
particular, Marques (2004) and Dias and Marques
(2010) suggested using the statistic:

=1-—, 5
y T 5)
where n stands for the number of times the series
crosses the mean during a time interval Witk 1
observations, to measure the absence of mean
reversion of a given series, given that it may éens

as the unconditional probability of that given eeri
not crossing its mean in period

As Dias and Marques (2010) have shown, there
is a one-to-one correspondence between the sum of
autoregressive coefficientgp, given by (3) and the

non-parametric measurg/, given by (5), when the

data are generated by an AR(1) process, but such a
one-to-one correspondence ceases to exist once
higher order autoregressive processes are condidere
In other words, only in the particular case of ratfi
order autoregressive model, AR(1), either one ef th
two measures can be used to quantify the level of
persistence, as both transmit the same resultadut
soon as higher order autoregressive models are

consideredj.e., AR(K) with k=2, the monotonic
relationship between© and Jno longer exists,

therefore leading to possibly crucial differencdsew
measuring persistence in the series.

As Dias and Marques (2010) show, using the

2 Authors have, indeed, proposed other alternative
measures of persistence, such as the largest grassere
root, the spectrum at zero frequency, or the skeddlalf-

life. For a technical appraisal of these other mess see,
for instance, Marques (2004) and Dias and Margeeg4).

3 As acknowledged in Marques (2004), values clos@.5o
indicate the absence of any significant persistgmdgte
noise behaviour) while figures significantly abo@e5
signal significant (positive) persistence.

alternative measure of persistenge, given by (5),

has some important advantade&iven its nature,
such measure of persistence does not impose tide nee
to assume a particular specification for the data
generation process, therefore does not require a
model for the series under investigation to be
specified and estimatédThis is so given that/ is

indeed extracting all the information about the
persistence from the data itself. As it measures ho
often the series reverts to its means and (high/low
persistence exactly means that, after a shock, the
series reverts to or crosses its means more
(seldom/frequently), one does not need to specify a
particular form for the data generation process.

3. Thedata

We use annual data for the period from 1970 to
2011 for Portuguese GDP, measured in millions of
euros, at constant prices, OECD base year = 2005
(see Figure 1).
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Figure 1. The evolution of GDP (source OECD)
and itsHP-trend

The smooth line in Figure 1 corresponds to the
trend — obtained by the Hodrick-Prescott filter b
described below — clearly identifies a relativedng-
lasting period of generalized growth, followed by a
decline in output after 2007. Naturally, aroundsthi
trend, some cyclical component can also be (easily)
identified.

4. The Level of Output Persistencein
Portugal

Clearly, the time series of GDP exhibits a non-
stationary behavior, which makes it necessary & us

* The statistical properties gfare extensively analysed in
Marques (2004) and Dias and Marques (2010).

° In technical terms, this means that the measure is
expected to be robust against potential model
misspecifications and given its non-parametric re@a@also
against outliers in the data.
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a non-parametric measure of persistence, such as
given by (5). In order to compute the estimatiyéhe
mean has to be computed. As suggested in Marques
(2004) and Marques and Dias (2010), a time varying
mean is more appropriate than the simple average fo
all the period under investigation. In our case we
followed that suggestion by using the well-known
Hodrick-Prescott (HP) filter in order to computes th
mean (Hodrick and Prescott, 1981).

As it is well known, the HP filter defines the
trend or meang;, of a time seried;, as the solution to
the minimisation problem:

T T-1

mip{ 20 -6) +43(0-0)-(a -0 |
t t=1 t=2

i.e. the HP-filter seeks to minimise the cyclical

componentf{ — g;) subject to a smoothness condition

reflected in the second term. The higher the

parameter\, the smoother will be the trend and the

less deviations from trend will be penalised. le th

limit, as A goes to infinity, the filter will choosay,

— 0 = (Gt — gr1), fort = 2,....T7-1, which just amounts

to a linear trend. Conversely, far= 0, the original

series is obtained.

Obviously, the HP-filter is a very flexible device
since it allows us to approximate many commonly
used filters by choosing appropriate values hof
Given that the data is of yearly frequency, authors
have suggested using values foraround 6 (Ravn
and Uhlig, 2002). Considering this value for the
measure of persistencg,given by (5) was computed
recursively, augmenting one year to the sample, in
the case starting with the time period [1970,1979],
and ending with [1970,2011]. This amounts to say
that the original series,, was decomposed in a HP-
trend, g, and a remaining cyclical component, from
which a change in sign identify a year where output
has crossed its mean; see (5).

Figure 2 shows the results of that procedure, in
terms of the values registered by the non-parametri
measure of persistencg,given by (5).
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Figure 2. The level of output persistence in
Portugal

As it can be seen, the Portuguese GDP exhibits a
fairly high level of persistence, whose non-paraioet
measure has apparently stabilized at around 0.75.

5. Conclusion

This paper has explored the question of output
persistence in Portugal. It is used a new methagolo
proposed by Marques (2004) and Dias and Marques
(2010) to measure persistence using a model that is
non-parametric and broader in scope than other
measures used in the literature, particularly tie s
of the autoregressive coefficients.

The main conclusion is that the Portuguese GDP
is characterized by a quite high level of inentidjch
seems to have stabilized. This result calls the
attention for the long-lasting effects of economic
policies, whether of contractionary or expansionary
nature.

As directions for further research we would like
to further explore the possible asymmetry in the
effects of shocks to output (Beaudry and Koop, 1993
Elwood, 1998).
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Abstract - This paper illustrates a tool integrating the
Farm Structure Survey (FSS) and an improved version
of CORINE Land Cover (CLC) map as a contribution
to produce reliable land-use statistics at national and
regional scale. To achieve compatibility between census
and CLC the present tool takes into account the FSS
nomenclature and definitions, and reorganizes the 44
classes of the original CLC into 16 general classes that
meet the needs of the Land Use/Cover statistics in
Greece. To compare the respective surface areas of the
related classes and to provide the appropriate links
between certain classes of the two nomenclatures four
Greek regions are used in the pilot study: Kriti, and the
three prefectures of Makedonia. The linkage between
the two databases shows the existing differences
between the administrative areas. The developed tool is
abletorelate data from different sources, and to display
on a map, the combined spatial statistical data along
with the geographical information of the area. Thus,
although the new CLC seems to provide a good
mapping base, the imposed minimum mapping unit of
25 ha results in an overall underestimation of the
diversity of agricultural land-uses, something which is
particularly important in the case of Greece for which
the average size of the farm holdings is less than 5
hectares.

Keywords - Farm Survey Structure, Corine Land Cover,

Landscape diversity, Greece

1. I ntroduction

Agricultural activities are more and more
combined with other activities such as environmienta
protection, maintaining the landscape, forestry,
preserving recreational and tourist areas as well a
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small scale of agricultural products. Thus, there i
strong need for statistical data on rural populgtio
and patrticularly, on landscape and land-use. Mbst o
the statistical data used for policy purposes are
related to populations, activities, features andent
events, which are by their nature, spatial in fofine
management, the process and the display of stafisti
data associated with spatial locations that vary
geographically is mainly a spatial process. In
agricultural terms, the management of agricultural
resources is increasingly complex as conservation
and environmental concerns play an expanding role
for making conclusions. In this respect, Geographic
Information Systems are needed in the production of
census maps, for dealing with census logistics, for
monitoring census activities, and for data
dissemination (Deichmann, 1997). A wide range of
spatial analysis methods has been developed for
carrying out data transformations between different
spatial structures. These methods help to prekent t
data in a more meaningful and consistent manner and
enable different data sets, based on different
geographical units, to be brought together and
overlaid. They also facilitate the spatial analysfs
the statistical data required in the development of
some more reliable indicators for the determination
of the state and quality of the environment, able t
measure the effect of the agricultural economy,
across regions and countries. The use of indicat®rs
an aid to policy decision-making in the agri-
environmental context is a relatively recent
phenomenon and still a developing field; however,
indicators are perceived to have considerable
potential as policy tools. Most policy makers
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concerned with agri-environmental issues at the
national level are confronted with fragmented
information and it is accordingly difficult to ughe
information in a way that effectively contributes t
policy decision-making. An unavoidable step in the
assessment of agricultural policies and of thepaot

on the countryside and landscapes is the study of
spatial units that constitute the underlying stnoetof
these territories. Most statistical data in EU niiyans

of the Farm Structure Survey (FSS) data, is orgahiz
and presented on the basis of NUTS (Nomenclature
des Unites Territoriales Statistiques) system, to
provide a single, uniform breakdown of a country.
Nevertheless, these units are geographical areds th
may vary substantially not only in the sizes and
shapes, but also over the time. In addition, this
geographical level is not appropriate to carry out
certain environmental studies. The need of spatial
analysis and of the production of environmental
indicators requires delineation of the land useadat
according to their natural depiction on a geogreghi
map, beyond the administrative distribution. As a
result, NUTS system cannot be applied in its presen
form to units that are more relevant from a
geographical point of view, such as drainage areas,
landscape units, biotopes, etc. This study illustra
the development of a tool interface between stadilst
and geographical databases by comparing Farm
Structure Survey (FSS) and CORINE Land Cover
(CLC) land-use figures. As a first step, the spatia
disaggregation of the FSS data into an accurate
geographical level requires an interface between th
two nomenclatures. To reallocate the FSS data into
sustainable areas a question arises of how th&aHigi
CLC map could be used to describe agro-
environmental statistical structures. Note that CLC
has so far been focused on land cover, rather than
land use and it has been carried out once. Asudt res
it cannot be applied to show trends. However,
different countries carried it out in different ysa
over the period 1985- 1995. Plans already exist to
upgrade CLC based on the IMAGE 2000 image data
set provided by the JRC. The result is that some of
the indicators based on CLC show only a snapshot
rather than a trend in land-use. The developed
interface is able to display on a map, accuratiig,
combined spatial descriptive statistical data along
with the geographic information of an area of
interest. Thus, the user is able to relate the &S5
the CLC data in order to find the best matchinge Th
developed interface is able to query a database,
aggregate / disaggregate the data and plot thétgesu

on a map. The comparison requires to determine the
aggregation level of the classes for which the
correspondence has already been set and to validate
the result by comparing the respective surfacesarea
of the related classes. After the reclassificatibthe
above data, common classes are created and
presented on a map using an embedded GIS
environment. To test the interface and provide the
appropriate links between certain classes of the tw
databases the three regions of Makedonia and the
region of the island of Kriti have been chosen. The
statistical data used has been provided by thecBasi
FSS of 1999/2000 (Census of Agricultural for
Livestock breeding or simply Agricultural Census).
However, to achieve compatibility between census
and photo-interpretation a recently developed,
improved version of the CLC geographical database
has been used. The new CLC takes into account the
FSS nomenclature and definitions and has provides
much better acquisition period (Landsat-TM 1998 to
1999) which is the same with the census reference
period (1998 to 1999). The linkage between the two
databases shows the existing differences between th
administrative areas of the pilot regions. The
structure of the paper is as follows: chapter 2
describes the main characteristics of the FSS
nomenclature, particularly addressed in the case of
Greece. Chapter 3 addresses the modified CLC
geographical nomenclature providing the new
classification scheme. Also, in this section, the
original CLC nomenclature is discussed briefly.
Chapter 4 discusses the linkage between the two
nomenclatures and the way it has been achieved by
means of application development. Chapter 5
illustrates the results starting from the comparisd

the related nomenclatures and finally, in the last
section the conclusions of this work are presented.

2. The FSS database
2.1 Main issues

The effective and balanced implementation of
the reformed Common Agricultural Policy requires
detailed objective, quantitative data of the stmect
and performance of the agricultural, rural and
environmental sectors. In this context the
development of the structure of the agricultural
holdings allows analysis of the agricultural seetud
its impact to other sectors as the rural sectortlaead
environment. The FSS is the main source to provide
data on various characteristics relating to
agricultural holdings, on a regular basis. Theda da
refer to the number and size distribution of the
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agricultural holdings by type of enterprise, asl asl

to the land improvements, crop and livestock miati
and farm practices (machinery, equipment etc.)yThe
also refer to other structural data such as the
educational level of farmend farm labor inputs, the
legal status of holder including tenure arrangement
and finally other social demographic charactesstic
holders. The FSS data are collected on a regusda ba
by the Member States and are forwarded to Eurostat,
which stores them in the Eurofarm database. In
order to harmonize information at the Community
level, legal frameworks (Regulation and Decisions)
define the methodological framework and the
contents of the FSS questionnaires. Table 1 shows
the FSS nomenclature, which distinguishes the
detailed agricultural land use classes

22 Methodological issues of the FSS in

Greece

The FSS is carried out in Greece within the
framework of the Community Program for the
‘Statistical Surveys in the Agricultural Sectotl.the
specifications and terms are defined preciselyhby t
Regulation 571/88 as amended by the Regulation
2467/96 and the related Decisions of the Council of
the E.U. The FSS is intended to collect statistical
data on the structure of agricultural and livestock
holdings and the employment of the population on
them. The data make it possible, besides the adhssi
tabulation of the results, to generate tables, lwhic
show the economic size and orientation of the farms
(typology). In particular, the Greek FSS system
aims to collect data relating to:

. The number of agricultural and livestock
holdings in the country, at national, regional
and local level.

. The geographical position of the holdings.

. The legal status and management of the
holding.

. The agricultural training of its owner.

. The keeping of account books.

. The land uses (arable crops, permanent crops,

kitchen gardens, permanent pasture-meadows
and rough grazing and other areas).

. The type of ownership of the utilized
agricultural area.

. The number of fields constituting the total

utilized agricultural area.

®*  Successive crops, combined crops, irrigated
crops, etc..

. Livestock raised on the farm..

. Agricultural  machinery and  milking
equipment used.

. Employment of members of the farm owner's
family.

. Employment of family members in other
gainful activities besides agriculture.

. Employment of permanent, seasonal and other

workers.

Sample FSS is carried out every two years, in the
years ending with an odd number. The National
Statistical Service of Greece (NSSG) carried out
the first sample survey of the Structure of
Agricultural and Livestock breeding in 1966/67,
when Greece was still an associated member of the
EU. The next sample survey took place in 1977/78.
After the accession of the country into the EU
further surveys were carried out in 1983, 1985,
1987, 1989, 1993,1995 and 1997 i.e. every two
years. Every ten years an exhaustive survey (Basic
FSS or Agricultural Census) is carried out. Thst fir
Agricultural Census conducted in 1950, after the
Second World War. Agricultural Census of 1991
was the last census carried out at the same time
with the General Censuses for population,
households, agriculture etc. However, Agricultural
Census in 2000 was the first census carried out
before the General Population Census dated 2001
and it was based on the Farm Register. The
reference period for the data collected on crops an
employment is from October
1st of year t-1, to 30 September of year t, i.e. th
survey year. Exceptions to this are a farm's
livestock and machinery, questions relating to
which have a reference date of 30 September in the
year t, for the machinery and 1st November for the
livestock. The statistical unit for the FSS is defi

as an agricultural or livestock holding4 which
during the reference period comprises at least one
of the following:

. at least 0.1 ha of utilized agricultural area or at
least 0.05 ha of greenhouse area, regardless of
its own ship and location, or

] at least one cow, or
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. at least two other large animals (oxen,
buffaloes, horses, etc.), or

. at least five small animals (sheep, goats, pigs),
or

. at least 50 poultry birds, or

. at least 20 beehives.

The FSS was carried out by filling in a special
questionnaire after interviewing the owner of the
agricultural or livestock breeding farm. The sample
survey is carried out by applying the method oftimul
stage stratified area sampling. In the most recent
Agricultural Census in Greece the Basic FSS
covered all agricultural and livestock holdinggha
country (nearly 814.000 holdings).

3. Materials and methods
31 The CL C geogr aphical database

CORINE (Co-ORdination on INformation of the
Environment) Land Cover (CLC) is a geographic
land cover/land use database encompassing most of
the countries of the European Community, with aim
to gather information associated with the
environment on certain priority topics. It descgbe
land cover (and partly land use) according to a
nomenclature of 44 classes organized hierarchically
in three levels (Dueker, 1979). CLC was elaborated
based on the visual interpretation of satellite gema
(Spot, Landsat TMind MSS).The smallest surfaces
mapped (mapping units) correspond to 25 hectares.
Linear features less than 100m in width are not
considered. The scale of the output product wasdfix
at 1:100.000. Thus, the location precision of the&C
database is 100m. Although its exploitation is just
starting, it offers the potential for a wide array
uses. It can be used on its own for simple
cartographic or statistical presentations and hasa
for European-wide landscape analyses or more
generally in combination with other data sets.

3.2 The CLC database of Greece

The CLC database has been developed in Greece
in order to cover the needs of land use/coverssiedi
as far as the distribution of the total area ofégeein
the basic categories of land use is concerned.eThes
statistics are included in the preparatory workiedr
out in the context of every Agricultural Censuses.
The aim is to prepare the census and to obtain data
covering all the territory of Greece. Until Agritutal
Census of 1991, this work was done by completing
seven (7) months before the Census a ‘pre-census

questionnaire of total land area in the municigadit
commune', using estimates by the municipal or
communal working parties set up for the census and
with the help of local agronomists. To facilitate
completion of the pre-census questionnaire, these
groups had at their disposal the land distributiata
from the previous census, as well as other auyiliar
data held by the municipality or commune, such as
land registers, land distribution tables, etc. Lavaks
divided up into seven basic categories of use:

. Cultivated areas and fallow land resting fallow
for 1 to 5 years.

. Communal or municipal pasture land.

. Other pasture land (owned by privates, State,
monasteries, etc.)

i Forests
. Areas under water (lakes, marshes, seashores,
river beds)

Build-up areas (buildings, courtyards and
roads, squares etc.)

. Other areas (e.g. rocky areas, mines, etc.).

Note that the pre-census questionnaire was the
only data source covering also the state-owned, land
which is mostly, forest and pastures. Nevertheless,
since the agricultural census is carried out by
interviews of farmers it concerns only private land
that are somehow agriculturally used.

In the light of the recent developments
concerning land use statistics, NSSG decided to use
an up-to-date methodology using GIS techniques in
order to produce more objective information on this
sector. Therefore, the use of spatial analysis is
required. Spatial analysis of the information to be
recorded is realized by determining the area of the
minimum recorded surface, which is taken according
to the proposed nomenclature, the methodology of
use/cover definition, the requirements of 1:100.000
scale and the user needs. The method with which the
theme information drawn up, is the comparative
photo-interpretation of the satellite data collecte
1998-99 in relation to those of the time period 299
98 used for the creation of the CLC database in
Greece. The digital photo-interpretation of the new
satellite data is made using image processing
software and other data such as those from land
recordings. The recording planning and the usé®ef t
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data from the field works are also defining the
reliability of the specific photo-interpretation.

The new CLC database is properly generalized
as reference data and harmonized with the FSS
nomenclature, by means of characteristics and
definitions, linkage of the two databases to mbet t
needs of the NSSG. Thus, the distribution of thenma
land uses in Greece has been reorganized into the
following sixteen (16) classes:

. Artificial surfaces
1. Urban fabric
2 Industrial and commercial units
3 Transport units
4, Mine, dump and construction sites
5 Artificial, non-agricultural

vegetated areas sport and cultural activity

sites
. Agricultural areas
6. Arable land
7 Permanent crops
8. Pastures
9 Heterogeneous agricultural areas
. Forest and semi-natural areas
10. Forests
11. Transitional woodland /shrub
12. Shrub and/or herbaceous vegetation
associations
13. Open spaces with little or no
vegetation
. Surfaces under water
14. Inland water
15. Inland wetlands
16. Coastal wetlands

The new CLC geographical database for the
country's area has numerous advantages, the most
important of which are the following:

. It provides a land use/cover map covering all
Greece for 16 categories, compiled with the
seven land use classes in the above mentioned
pre-census questionnaire of the NSSG.

. The new geographical database takes into
account the FSS nomenclature and definitions.

It enables comparability between the two
sources of information, namely census versus
photo-interpretation. In the case of Greece the
acquisition period of the data is spread over 2
years for both, the CLC (Landsat-TM 1998
t01999) and the FSS 1999/2000, (reference
year the 1998-1999 crop year).

. It enables the integration of the chrono-
geographical co-ordinates of the satellite
images sources of CLC. This will help in the
identification of districts for which CLC's
image interpretation is one year apart (minus
or plus) from the census year (1990 or 2000,
respectively). In addition, using the
intermediate FSS data that correspond closely
to the date of the satellite image it will be
possible to mitigate the effect of time.

4. Linking the two databases

As it is well known, data collection methods are
optimized for a particular need and therefore the
resultant data structures are not usually readily
comparable in a cross-sectional study. Thus, afthou
a particular census may be analyzed in detail
comparing censuses with each other have been
proved problematic since they may use different
administrative units, or they may use the same unit
system, which includes many boundary changes that
make the comparison difficult. To the best of our
knowledge, three types of data incompatibilitieseha
been distinguished so far (Frank, 1999; Gregory,
2000) and will be described, briefly, below.

41 Differencesin Data M odels

Raster and vector data models are the GIS
approaches for the spatial presentation of natural
vegetation, the forest area and generally the
development of land use. In a raster data model, a
uniform grid, each cell of which is assigned a ueiq
descriptor depending on the coordinate system used,
represents space. Raster models can be directly
imported into the software and immediately become
available for use (Burrough, 1986). They are well
suited for the representation of remotely sensed
digital data and are commonly employed in the
environmental sciences. In contrast, in a vectda da
model, the spatial data is based on geometric shape
of points, lines, and polygons. This model is objec
oriented and is based on the coordinate system used
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Vector GIS knows where the spatial feature (line,
point, polygon) exists, as well as the relationshith

the other features. Vector data models are paatilyul
suited for the representation of linear data festur
like roads, or clearly delineated areas, such as,
property lines and city limits After the represdiua

of the spatial features, their associated propertie
must be specified in a separate database. For
simultaneous use of data from both, raster andvect
models a conversion of one data set to the resjecti
model of the other data set needs to be performed.
Data conversions, however, are often ambiguous and
typically result in a loss of information (Maffiret

al., 1987). It is difficult, for example, to derivbe
best fitting vector representation from a giventeas
grid. Furthermore, it is likely that a set of
transformations from vector to raster and back to
vector will result in a target feature whose shape
differs from the original source feature. These
transformation functions may not be accessibldéo t
end user (Ehlers et al., 1991, Maffini et al., 1987
The data transformation from analog paper maps and
tabulations to digital data falls into the same
category. Loss of data, spatial inaccuracy and ésro
introduced by conversion techniques like scanning,
digitizing, rasterization, vectorization and manual
data input (Goodchild, et al., 1989). Digital data
creation is also extremely time consuming.

4.1.1 Inconsistencies of areal units

Comparing census data with other data sources
of some specific area of interest may not be tieesa
either because of boundaries changes over theatime
because of the different definiton  of
administrative/areal units used for the data ctithec
(Xie et al.,, 1995). Two key issues need to be
addressed in terms of areal unit comparability. @ne
related to data integration and map overlay (non-
matching areal units). The other is related to data
analysis and statistical comparability of areaksioif
different sizes and shapes (modifiable areal unit
problem).

4.1.2 Non-matching Areal Units

Integrated analysis of spatial and attribute daita i
based on map overlay operations. Non-matching
areal units require a transformation of data fram o
system of areal units to another in which data eslu
are apportioned to the newly created spatial units.
Then, the newly created zones allow data overlay an
analysis. These transformations are known as "areal
interpolation”.

4.1.3 Modifiable Areal Unit Problem (MAUP)

Generally, the statistical data, whose distribution
and characteristics are not well known, are present
by an appropriate aggregated variable of some highe
class. In addition, censuses base their statistics
well-defined areal units that tend to vary in sared
shape leading to inconsistent and misleading
statistical results. This is known as a Modifiable
Areal Unit Problem (MAUP) (Openshaw, 1984). A
possible approach to face this problem would be the
reaggreation of the available data into homogeneous
subunits and the increase the spatial detail using
ancillary land cover data in order to display the
census data on a map (Yuan et al., 1997).

4.1.4 Temporal incompatibilities

Data collection of land cover data and
monitoring of physical changes relies on remote
sensing via aircraft or satellites. Coverage cydies
example, for the different LandSat orbiters
(Lillesand, et al., 1994) range from 8-14 days.sThi
data density, however, may be deceptive since data
for certain regions is usually available for much
fewer dates due to the fact that frequent cloudecov
prohibits data collection. In the case of agrictu
cultivations, the above problem has to be consdlere
in more detail since the cultivations are usually
visible on specific periods over the year.

4.2 Technical procedure

To describe the methodology adopted in the
investigated issue, one has to take into accoumt th
non-matching areal units and the MAUP problems
mentioned in section 4.1. The temporal
incompatibilities problem and the procedure of
matching the data points by non-matching due to
collection cycles will not be considered because in
our case, the data used has been interpreted by an
independent intuitional organization. The Non-
matching Areal Units problem arises due to the
following reasons.

The different boundaries definition of the
administrative units that have been used in the
Hellenic censuses of the year 1991 and 2000. To
solve the problem there is the need to transforen th
data between different spatial structures. As
transformation may be described the process of
aggregation and disaggregation within nested and
non-nested neighbor polygons. To overlay the data
together the conceptual model has been designed
containing and maintaining all polygons and the



Int. ] Latest Trends Fin. Eco. Sc.

217

Vol-2 No. 3 September, 2012

related geometric data (lines, nodes etc), reptiegen
the areal units. To link the descriptive and thatisp
information, the data of the geographic area of
interest is broken down into smaller parts in orger
determine the field that identifies the specifiditgn
(CAreaCode") in order to be used as a referencadkey
the GIS. A set of spatial queries also has been
developed for carrying out the transformations.

Moreover, the different geodetic datums used for
the presentation of statistical and for the angilla
geographical data. To use the ancillary data along
with the other geographical data a target datuntdas
be selected as the reference datum for all dataaand
automated procedure has to be developed to convert

the data between the source and the selected target

geodetic datum.

To automate both the transformation between
different definitions of administrative units anket
conversion between different geodetic datums, an
object has been designed, called "Geo-Object". This
Object can be used as the basic map layer on any
similar application. The MAUP problem is faced
using ancillary geographic data (Flowerdew et al.,
1991) such as contour lines, lines representingrsiv
or polygons representing lakes. This methodology
permits the synthesis of geographical data alorlg wi
the studied statistical data and allows the contlzina
of different scenarios in order to simulate thetfpig
of the descriptive data containing quantitative and
areal information on a map. For validation and / or
prediction purposes, the results are compared Nysua
with other spatial quantitative information or
sampling data presented on thematic maps.

A database entity object provides the connection
between the conceptual model and the input
guantitative data. It has only one method thatsisdu
to insert a new 'AreaCode’ into the conceptual hode
and finally it connects the new inserted 'AreaCode'
with the appropriate areal information. A tab-
delimited text file contains some quantitative
information in a country level. To link this textitiv
the appropriate geographic feature in the GIS
environment, the entity "Details" of the conceptual
model must be updated with the 'AreaCode' of
countries that this text file contains. This candome
easily by using the properties and methods of the
above described class of objects.

The advantage of the described methodology is
the capability to combine quantitative data from
different sources, and to compare them with the
available spatial features concerning the distidlout

of similar quantitative data (thematic map) of the
same area of interest, into an integrated geographi
environment. This environment can contain more
geographical features than the ordinary thematic
maps such as contour lines, roads, rivers, airptot,

This can also be helpful for the methods that
have been developed to solve the problem of
geographic missing values. The precision of those
methods is depended on the availability and quantit
of historical data. Using this methodology, it is
obvious that the integration of all types of GlSada
with quantitative data available from other sourises
crucial for someone to decide about the data
correctness.

4.3 Study site application

As it has been pointed out, the linkage of the two
nomenclatures, by means of the FSS the CLC
databases require computer-based application
software able to display maps and descriptive oata
a tabular form. This has been achieved using
geographical information from CLC database linked
with tabular information of the multi-dimensional
tables of FSS (Table 2). The user becomes pakteof t
GIS without the necessity of specific skills and
intimate knowledge of the data used. The applicatio
consists of the following parts:

] A relational database

The class of objects for data manipulation
. The class of objects for GIS manipulation

. The main body of the application software
containing the above items along with the
functions required by the end user.

To begin with, a step-by-step analysis of the
software design is required. However, for the pagoo
of this research it is assumed that the pilot asea
already known. Then, the appropriate design steps a
as follows:

1. On the CLC's geographic layer of the area of
interest we add the remaining geographic
characteristics (contour lines, roads, cities,
lakes, rivers etc.). This will help in the
understanding the exact location of the CLC
data.

2. From the FSS database we select only the
themes, which associated with agriculture
products. The data selected is at prefecture
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level, in thousands of hectares of agriculture
products, reported in 2000 census.

3. The data provided by the FSS and the CLC
databases is studied in order to develop the
entity relationship model, and then the
database system of the application.

4. CLC data is stored in some database tables of
the application, using especially
developed programs, while NC's data were
stored manually. NC provides also the
appropriate DLLs in order to develop
programs for automated data transfer.

5. We pointed out the appropriate functions and
queries, and we developed object classes to
satisfy the requirements for uniformity at both,
user and developer levels.

6. We developed an application in which are used
the RDBMS, the GIS and the pre-mentioned
object classes. The basic capabilities offered
by this application are the following:

O Ability to compose (aggregate) a new FSS
theme by selecting one or more CLC
classes, and vice versa.

O Ability to decompose (disaggregate) an
existing FSS theme to one or more
CLC classes, and vice versa.

O Ability to correspond (relate) the new FSS
themes to CLC classes.

O Ability to classify (sort) the results either by
date, or by county (region), or by CLC
class.

Ability to observe the results plotted on the map
and to classify these by geographic characterjstics
such as allocation of the selected growth by
elevation.

5. Results

Table 2 presents the linkage between the 2000
FSS and the new CLC nomenclatures. Although the
new CLC nomenclature has been harmonized with
the FSS nomenclature there are still some problems
related to the two different methodologies. The
analysis of the above problems has been carried out
throughout of a comparison between the respective
areas of the related classes, and has been allmwved
make proposals for a future work. The availableadat
from the 2000 FSS has been based at
Municipality/Commune level (NUTS V or LAU-1

level), whereas the data has been drawn from the ne
CLC at the district level (NUTS IIl). The data aid
databases has been compared in a pilot study of fou
regions of Greece at a district level (NUTS lITher
comparison shows large deviations in the agricaltur
areas. Generally, the examined agricultural areas i
new CLC are greater than the corresponding
agricultural areas in the 2000 FSS. The problem of
large deviations is caused mainly because of the
difficulties in correlating the pastures areas st

the two databases, whereas the differences of the
arable areas and the areas under permanent ceps ar
related to the different methodologies.

The results found so far are presented in Tables
3 to 5. Table 3 presents the differences (%) iblara
areas, areas under permanent crops, and cultivated
areas (aggregation of D+E), as they recorded in the
districts (NUTS 1ll) of the examined regions,
between the two nomenclatures. Positive sign is in
favor of the new CLC nomenclature, whereas
negative sign is in favor of the FSS nomenclature.
Note that the actual differences in the above ekss
are not as high as they are in the remaining ctasse
namely pastures and meadows (Table 4),
heterogeneous areas and agricultural areas (Table 5
To facilitate the comparison for the last cases the
actual values are presented.

As it may be observed (Table 3) the above
differences (%) in the regions (NUTS II) are
generally smaller from the corresponding inter-
regional ones (district level; NUTS IIl). This isie to
the fact that the mapping unit of 25 ha in the new
CLC is not able to identify parcels of smaller size
This is the case of Greece, in which the average
holding size is around 4.5 ha and the average parce
size is around 0.7 ha. An additional reason is itat
FSS all the holdings are recorded at the place of
residence of the holder (natural person) or
headquarter (legal person) of the holding. In the
following some preliminary comparison of these
results are summarized:

* Arable areas

Region comparison shows that the difference for
the region of Kriti is about 66% in favor of the &S
nomenclature. However, the differences in the
regions of Makedonia are not as high (at most 33%)
and are in favor of the new CLC nomenclature (Table
3). Generally, the differences in the arable cragaa
are moderate and are in favor either of the FSS
nomenclature or of the new CLC nomenclature
(NUTS 1l level). Interesting to note that in some
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districts of the regions of Kentriki and Dytiki
Makedonia the results are almost the same.

. Areas under permanent crops

In general terms the situation is opposite of the
one described in the arable crop areas. As it neay b
observed from Table 3 in the region of Kriti the
differences (%) between the two nomenclatures are
very small (about 6%). In the regions of Makedonia
these differences (%) are moderate (at most 61%) an
are in favor of the FSS nomenclature (NUTS II).
Furthermore, in the districts of some regions these
differences are substantial and/or in the opposite
direction (e.g. Evros, Rodopi).

4 Pastures and meadows

The total areas of pastures and meadows are
generally larger in the new CLC than the
corresponding areas recorted by the FSS. In all
regions (NUTS II) the differences are very high. In
the region of Kriti, the two districts of Rethimrmd
Chania the recorded areas in the new CLC are smalle
than the corresponding areas of FSS. This is becaus
only the private areas are recorded in the FSS,
whereas all pastures (such as state-owned pastures,
private pastures, etc.) are recorded in the new.CLC

4 Heterogeneous areas

FSS and new CLC present very high actual
differences in the class of the heterogeneous areas
Even the two nomenclatures are harmonized there is
still a methodological problem of how to relate the
two nomenclatures. In particular, in the FSS the
survey unit is the agricultural holding, which
comprises of at least 0,1 ha. Therefore the
heterogeneity (combined crops) of these areas is
referred to this small area. In new CLC the
heterogeneity is examined within the mapping ufit o
25 ha. Under these circumstances a polygon in the
new CLC that includes different parcels of a single
crop is recorded as heterogeneous area, whereas in
the FSS the corresponding parcels are recorded as
single crops.

4 Agricultural areas

All the Agricultural Areas (AA=D+G+F)
resulting from the new CLC nomenclature show
larger values than the corresponding areas in 8& F
nomenclature, particularly in the districts. The
differences are generally high with exception 0btw
districts of the region of Kriti. As it has beeniped
out previously, the large deviations observed betwe

the agricultural areas as they recorded in the new
CLC and the FSS are due to the large deviations in
the pastures.

Cultivated areas

Given the problems of the large deviations in the
total agricultural areas that are caused mainlynfro
the pastures, the aggregation of the arable ars a
the areas under permanent crops into the new afass
"Cultivated areas" shows that the differences
presented in this class are not significant.

6. Discussion

This study has been based on the provisional
data of the 2000 FSS and the new CLC databases and
it may be considered as a first step in the dioactif
present georeference statistical data. The diffesll
appeared in the linkage of the two databases can be
generally explained from the following points.

The different methodology used as far as the
data collection methods and the coverage are
concerned. In particular, the FSS is a census wsng
a reference unit the farm, whereas the new CLC is
based on photo—intepretation of the whole area of
the country using as a reference unit the mappiitg u
of at least 25 ha. In addition, CLC has so far been
focused on land cover, rather than land use. The
minimum size of 25 ha of CLC mapping units
presents the difficulty of identifying parcels of
smaller size. Thus, a number of non-agriculturahar
are classified as agricultural whereas they areg/ onl
partially agriculture. This is a common problem in
areas with forest and olive-trees. Besides, areas
classified as non-agricultural areas in CLC may
include part of an agricultural area. This explains
number of differences within the agricultural ckess
For example, part of meadows or permanent crops
can be included in areas with arable crops and
conversely.

Despite the harmonization between the new
CLC and FSS nomenclatures there are still problems
as far as pastures and heterogeneous areas are
concerned. In the new CLC, the non-agricultural
classes defined by the codes 11, 12, and 13
("Transitional woodland/shrub”, "areas with mixed
shrub/grass vegetation" and "areas with little or n
vegetation" respectively) may include surfaces
classified as "permanent meadows and pastures” in
the FSS. Furthermore the FSS does not record the
state-owned meadows, which in the new CLC are
recorded under the code 8 ("areas under meadow or
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pastures"). The special features of Greek agrimeiltu
that is marked by the diversity of the holdings in
terms of area of production (mixed holdings), the
small size of the holdings (average size 4,5 H®, t
fragmentation of their area (6 parcels approxinyatel
per holding and average parcel size of 0,7 ha). In
quite a number of cases the parcels of the same
holding are normally located far away from the
farmhouse or from the headquarter, but they are
recorded at the place of the farmhouse or the
headquarter (by definition).

7. Conclusion

The work presented so far is a pilot study
merging, by means of a software tool, the statibtic
data, available at the administrative level, witte t
geo-referenced land cover in order to identify and
explain the most significant differences encourttere
between the aggregates of agricultural land cover
classes. This has been achieved with the use of the
2000 FSS and the new CLC databases already under
development in Greece. The new CLC seems to
provide a good mapping base for Greece, which
could be improved further by using suitable satelli
images that are able to produce scaled maps of at
least 1:50000. Note that the imposed minimum
mapping unit of 25 ha results in an overall
underestimation of the diversity of landscapes
something, which is particularly important in these
of Greece for which the average size of the hokling
is 4,5 ha. Apart of CLC, additional sources may be
used providing detailed complementary
information, such as aerial ortho-photographs, the
cadastral map of Greece, IACS
(Integrated Administrative Control System), MARS
(Monitor  Agriculture  with  Remote Sensing),
NATURAZ2000 database, or other ongoing analysis of
the European landscape.

When the final data from the remaining regions
of Greece will be available a quality analysis loé t
two databases will be carried out and a finer l@fel
nomenclature will be examined. This will allow fina
conclusions to be drawn and further actions to be
taken in the future. Future research is to continue
improving the idea of interoperable geo-object by
adding methods and properties for uncertainty
manipulation and to investigate requirements of GIS
in a fuzzy object data model. Our final objectigetd
embody in the Geo-Object, the ability to generaig a
visualize transitions from one state to anotheingis
the rules of an expert spatiotemporal system.
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Table 1. Classification of land use in the 2000 FSS noméeunita

DO1 Common wheat and spelt
D: D01-D08: CEREALS D02 Durum wheat
ARABLE LAND D03 Rye
D04 Barley
D05 Oats
DO6 Grain maize
D07 Rice
D08 Other cereals
DO9C Pulses-fodder peas
D09: DRIED PULSES DO9D Pulses-fodder field beans
DO9E Pulses-other than fodder peas and field beans
D10 Potatoes
D10-D12: ROOT CROPS D11 Sugar beets
D12 Fodder roots and brassicas
D13A Tobacco
D13: INDUSTRIAL PLANTS D13B Hops
D13C Cotton
D13D Other industrial plants
D13D1 |Other oil seeds or fibre plants
D13D1A |Rape and turniprape
D13D1B |Sunflower
D13D1C |Soya
D13D1D |Other oil seeds or fibre plants-others
D13D2 |Aromatic-medicinal and culinary plants
D13D3 |Industrial plants-others
D14A Fresh vegetables, mellons, strawberries-outdoor-openfield
D14-D15:
FRESH VEGETABLES, MELLONS, D14B Fresh vegetables, mellons, strawberries-outdoor- market
STRAWBERRIES gardening
D15 Fresh vegetables, mellons, strawberries under glass
D16-D17: D16 Flowers and ornamental plants outdoor
FLOWER AND ORNAMENTAL PLANTS D17 Flowers and ornamental plants under glass
D18A Forage plants-temporary grass
D18: FORAGE PLANTS D18B Forage-plants-other green fodder-total
D18B1 |Forage-plants-other green fodder-green maize
D18B2 |Forage-plants-other green fodder-leguminous plants
D18B3 |Forage-plants-other green fodder-others
D19-D20: D19 Seeds and seedlings
OTHER ARABLE CROPS D20 Other crops
D21: FALLOW LAND D21 Fallow land
E: KITCHEN E: KITCHEN GARDENS E Kitchen gardens
GARDENS
F: F: FO1 Permanent grassland and meadow-pasture and meadow
PERMANENT PERMANENT PASTURES AND
PASTURES AND |MEADOWS FO2 Permanent grassland and meadow-rough grazing
MEADOWS
G: G1: FRUIT AND BERRY PLANTATIONS GO1A Fruit and berry plantations-temperate climate
PERMA GO1B Fruit and berry plantations-subtropical climate
NENT GO1C Fruit and berry plantations-nuts
CROPS G2: CITRUS PLANTATIONS G02 Citrus plantations
G3: OLIVE PLANTATIONS GO3A Olive plantations-table olives
GO3B Olive plantations-oil production
G4: VINEYARDS GO4A Vineyards-quality wine
GO4B Vineyards-other wines
G04C Vineyards-table grapes
G0O4D Vineyards-raisins
G5: NURSERIES GO5 Nurseries
G6: OTHER PERMANENT CROPS GO6 Other permanent crops
G7: PERMANENT CROPS UNDER GLASS G07 Permanent crops under glass
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H: OTHER LAND [H0103: HO1 Unutilized agricultural land which is no longer farmed, for
economic, social or other reasons
NON-UTILIZED AGRICULTURAL LAND
HO3 Other land occupied by buildings, pleasure gardens, etc.
HO02: WOODED AREA HO2 Woodland
1 101: 101A Successive secondary crops-non fodder cereals
101B Successive secondary crops-non fodder pulses
COMBINE SUCCESSIVE SECONDARY CROPS 101C Successive secondary crops-non fodder oil-seed plants
D AND 101D Successive secondary crops-others total
SUCCESSI 102: MUSHROOMS 102 Mushrooms
VE 103: IRRIGATED AREA 103A Total irrigable area
SECONDA 103B Irrigated once a year-total
RY 104: AREA COVERED BY 104 Area covered by greenhouses in use
CROPPIN GREENHOUSES IN USE : :
105: COMBINED CROPS 105A Combined crops-agricultural-forestry
G, 1058 Combined crops-permanent-annual
MUSHRO 105C Combined crops-permanent-permanent
OMS, 105D Combined crops-others
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Table 2. Linkage between the 2000 FSS and the new CLC ndatenes in Greece

mixed uses -mixed farmland)

New CLC FSS
LEVEL 1 LEVEL 2 LEVEL 1 LEVEL 2
1. Artificial surfaces 1.1 Urban fabric (Build-up areas, urban -
(Man-made agglomerations)
areas)
1.2 Industrial and commercial units (Industrial or -
commercial zones)
1.3 Transport units -
1.4 Mine, dump and construction sites (Mines, waste _
disposal sites)
1.5 Artificial, non-agricultural vegetated areas sport -
and cultural activity sites (Artificial or non-
agricultural green areas)
2. Agricultural areas 2.1 Arable land (Areas under arable crops) Utilized D=D01+D02+D03+
agricultural
areas D04+DO05+
DO6+D07+D08+D09+D10+
>*6*¥ | DI+D12+D13+D14+D15+
D16+D17+D18+D19+
2.2 Permanent crops (Areas under permanent G=G01+G02+G03+G04+G05
crops) +G06+G07
2.3 Pastures (Areas under meadow or pasture) F=FO1+ FO2
2.4 Heterogeneous agricultural areas (Areas with
105A+I05B

3. Forestsandsemi-
natural areas

3.1 Forests (Forested areas)

HO2: only the private forests

3.2 Transitional woodland /shrub

3.3 Shrub and/or herbaceous vegetation
associations (Areas with mixed shrub/grassy
vegetation)

3.4 Open spaces with little or no vegetation
(Areas with little or no vegetation)

HO1: only the private
uncultivated areas for
economic, social or other
reasons

4. Surfaces under water

4.1 Inland water

4.2 Inland wetlands

4.3 Coastal wetlands
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Table 3. Results showing the differences (%) in arable ar@e@ss under permanent
crops and cultivated areas (D+E) as they recorgadér2000 FSS and the new CLC
nomenclatures.

Regions Districts Arable Areas Areas under Cultivated
(NUTS ) (NUTS 1) (% difference) Permanent Areas
Crops (% difference)
(% difference)

ANATOLIKI DRAMA 45 -93 42

MAKEDONIA &  [KAVALA 64 -45 31

THRAM EVROS 24 44 25

XANTHI 33 -67 32

RODOPI 31 89 32

TOTAL 33 -27 30

KENTRIKI IMATHIA 42 -91 -12

MAKEDONIA SALONIKI 4 -49 3

KILKIS -7 -39 -7

PELLA -31 -77 -47

PIERIA -7 -79 -14

SERRES 42 -81 37

CHALKIDIKI 54 -9 34

TOTAL 15 -61 4

DYTIKI GREVENA 20 -68 18

MAKEDONIA KASTORIA -21 -35 -22

KOZANI 4 27 5

FLORINA -3 -44 -4

TOTAL 3 -14 2

TOTAL 18 -52 12
MAKEDONIA

KRITI IRAKLIO -71 4 -4

LASITHI 54 47 48

RETHIMNO -91 -7 -24

CHANIA -72 4 -4

TOTAL -66 6 -3
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Table 4. Results showing the actual values and the correspgrdifferences in the class of pastures and
meadows as they recorded by the 2000 FSS and ¥h€b€ nomenclatures.

Districts Pastures and meadows (ha)
(NUTS 1) (NUTS 1I1) 2000 FSS new CLC Difference

ANATOLIKI DRAMA 1,294 31,380 30,086

MAKEDONIA KAVALA 760 19,810 19,050

EVROS 4,353 13,870 9,517

XANTHI 81 11,910 11,829

RODOPI 1,733 13,520 11,787

TOTAL 8,221 90,490 82,269

KENTRIKI IMATHIA 860 9,840 8,980

MAKEDONIA SALONIKI 473 25,020 24,547

KILKIS 5,310 40,680 35,370

PELLA 2,458 25,910 23,452

PIERIA 3 6,570 6,567

SERRES 6,246 28,520 22,274

CHALKIDIKI 2,780 5,330 2,550

TOTAL 18,130 141,870 123,740

DYTIKI GREBENA 315 25,890 25,575

MAKEDONIA KASTORIA 822 29,840 29,018

KOZANI 794 70,610 69,816

FLORINA 5,477 27,200 21,723

TOTAL 7,408 153,540 146,132

TOTAL 33,759 385,900 352,141
MAKEDONIA

KRITI IRAKLIO 36,412 69,070 32,658

LASITHI 16,817 61,631 44,814

RETHIMNO 62,470 53,241 -9,229

CHANIA 63,410 40,167 -23,243

TOTAL 179,109 224,109 45,000
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Table 5.

agricultural

Results

showing
areas as

the
they

shows the average parcel area.

actual

values

and

the

differen¢%)
recorded by the FSS d&nel new CLC nomenclatures, It

in

Regions Districts Agricultural Agricultural Average
(NUTS I) (NUTS Il1) Areas (ha) Areas parcel
2000FsS | New CLC area (ha)
[ANATOLIKI (% difference)

Imakeponia

DRAMA 47,193 104,720 122 0.78

KAVALA 44,860 92,390 106 0.55

EVROS 150,252 231,060 54 0.64

XANTHI 37,214 69,940 88 0.69

RODOPI 74,941 121,230 62 0.62

TOTAL 354,460 619,340 75 0.64

KENTRIKI IMATHIA 53,894 95,690 78 0.82

MAKEDONIA THESSALONIKI 129,483 222,840 72 0.79

KILKIS 106,027 172,420 63 0.90

PELLA 77,660 151,640 95 0.61

PIERIA 45,543 74,950 65 0.75

SERRES 144,947 234,670 62 0.58

CHALKIDIKI 77,274 147,270 91 0.77

TOTAL 634,828 1,099,480 73 0.72

DYTIKI GREVENA 41,432 93,810 126 0.80

MAKEDONIA KASTORIA 24,887 74,260 198 0.58

KOZANI 88,170 166,260 89 0.58

FLORINA 52,952 90,960 72 0.55

TOTAL 207,441 425,290 105 0.60

TOTAL 1,196,729 2,144,110 79 0.67
MAKEDONIA

KRITI IRAKLIO 139,733 221,982 59 0.40

LASITHI 37,864 127,252 236 0.44

RETHIMNO 101,182 115,842 14 0.87

CHANIA 109,191 116,472 7 0.83

TOTAL 387,970 581,548 50 0.57

the

class

of
also
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Abstract - The structure of Indian banking has
substantially changed over the past decades, partiy as
a result of adoption of new technologies and procgeof
reforms and accompanying deregulation has embodied
an incentive for bank management to focus on
improving efficiency, especially given the more
competitive banking environment. This study aims to
examine the efficiency of Indian commercial banks
during 2000 — 2010 by utilizing Data Envelopment
Analysis (DEA). Based on the sample of 8 commercial
banks, our findings reveal that the mean of cost
(economic) efficiency, technical efficiency, and
allocative efficiency are 0.991, 0.995, and 0.991 VRS
model and 0.936. 0.969, and 0.958 in CRR model,
respectively using DEA approach. Inputs and outputef
this study were analyzed based on intermediation
approach. In addition, the results suggest that Ban of
India and ICICI bank are more efficient as compareto
other banks in India and result confirmed that seleted
Public Sector Banks are more efficient than Private
sectors during the study period in India.

Keyword: Data envelop analysis, economic efficiency,
allocative and technical efficiency, Indian banks.

1. Introduction

Investigating the efficiency of the financial
system and in particular banks has gained a lot of
popularity in recent times for several reasonsstFir
the efficiency of banks is directly linked to the
productivity of the economy. Banking system assets
constitute a substantial proportion of total output
(Bauer Paul et al, 1992). Banks provide liquidity,
payments and safekeeping for depositors® and
channel these funds into investment and working
capital requirements. In addition, banks are supgos
to play a special role in funding small businedbes
often have very limited access to other sources of
external finance. Banks also play a major role in
ensuring a smoothly functioning payment system,
which allows financial and real resources to flow
freely to their highest-returns uses. A basic bi¢ioéf

International Journal of Latest Trends in Finance & Economic Sciences
[JLTFES, E-ISSN: 2047-0916
DOI: 10.006.12/ijltfes.2047.0916

Copyright © ExcelingTech, Pub, UK (http://excelingtech.co.uk/)

enhanced efficiency is a reduction in spreads betwe
lending and deposit rates. This is likely to stiatal
both greater loan demands for industrial investment
(and thus contribute to higher economic growth) and
greater mobilization of savings through the banking
system. Banks in most developing countries operate
with relatively wide spreads. Although government
policies and regulations are considered major cause
of such wide spreads, studies on banking efficiency
has pointed at operating inefficiencies as onerothe
possible source that needs to be investigated. Wide
spreads affect intermediation and distort pricass th
impairing the role of the financial system in
contributing to rapid economic growth (lkhide. S,
2000).

Indian financial services industry is dominated
by the banking sector and the banking structure in
India is broadly classified into public sector bank
private sector banks and foreign banks. The public
sector banks continue to dominate the banking
industry, in terms of lending and borrowing, and it
has widely spread out branches which help greatly i
pooling up of resources as well as in revenue
generation for credit creation.

The Indian financial sector reform of 1991 has
greatly changed the face of Indian Banking system.
In addition to the nationalized banks, several gigv
Banks were newly founded or created by previously
extant financial institutions. India has also s¢lea
entry of over two dozen foreign banks since the
beginning of financial reforms. In the face of
increased competition, the banks have to operate
more efficiently in order to sustain and perform
better. In the context of increased competition tued
importance of banks in financial markets, it beceme
very much essential to evaluate whether these banks
operate efficiently. Primarily, there are two chief
reasons to measure the efficiency of banking
institutions. Firstly, this assists to identify tineost
efficient banks and benchmarks the relative
efficiency of individual banks against the most
efficient banks. Secondly, it helps to evaluate the
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impact of various the

performance of banks.

policy measures on

The objective of this paper is to estimate
technical and total economic efficiency of
commercial banks in India for the period 2000-2010.
The paper is structured as follows: the first secti
will discuss review of literature in banking folled
by methodology, data and specification of bank
inputs and outputs. Empirical findings are discdsse
in the next section followed by the conclusion.

2. Literature review

During the late 1980s and particularly in the
1990s, the DEA method has been used extensively to
evaluate banking institutions. Sathye (2003) used
DEA to study the relative efficiency of Indian bank
in the late 1990’s with that of banks operating in
other countries. He found that the public sectaikisa
have a higher mean efficiency score as compared to
the private sector banks in India, but found mixed
results when comparing public sector banks and
foreign commercial banks in India. Kumbhakar and
Sarkar (2004) estimated the cost efficiency of jgubl
and private sector banks in India by using the
stochastic cost frontier model with specificatioh o
translog cost function. The study used data of 50
banks for the analysis and necessary information
have been collected from the various issues of the
annual reports published by the Indian Banks’
Association for the period 1986-2000. The empirical
results revealed that deregulation not only in@das
the cost inefficiency but also affected the ratdadif
in inefficiency of banks. During this period prieat
banks were more efficient than the public sector
banks according to study.

Rammohan and Ray (2004) compared the
revenue maximizing efficiency of banks in India in
1990’s. Deposits and operating costs were taken as
inputs while loans, investments and other income
were taken as outputs. Their research found that
public sector banks were significantly better than
private sector banks on revenue maximization
efficiency. However it was found that the differenc
in efficiency between public sector banks and fymei
banks was not significant.

Das et al, (2004) examined the efficiency of
Indian banks by using DEA model. Four input
measures: deposits and other borrowings, number of
employees, fixed assets and equity, and three butpu
measures: investments, performing loan assets and
other non-interest fee based incomes were usdin t

analysis. He found that Indian banks did not exhibi
much of a difference in terms of input or output
oriented technical and cost efficiency. However, in
terms of revenue and profit efficiencies prominent
differences were seen. He also found that sizéef t
bank, ownership of the bank, and listing on thelsto
exchange had a positive impact on the averaget profi
and revenue efficiency scores.

Soori et al, (2005) analyzed efficiency of Iranian
banking system and the main Purpose of the study
was to investigate the comparative efficiency of
commercial banks in Iran using stochastic frontier
function as a parametric and data envelopment
analysis as a non-parametric approaches. The data
used cover the period 1996-2004. The findings isf th
paper show that there is a significant difference
between non—parametric and parametric methods in
measuring the efficiency in the commercial banks of
Iran. Debasish (2006) also attempted to measure the
relative performance of Indian banks, using the
output-oriented CRR DEA model. The analysis used
nine variables and seven output variables in otaler
examine the relative efficiency of commercial banks
over the period 1997 — 2004.

Mostafa, M. (2007) investigated the efficiency
of top 85 Arab banks using DEA and Neural
networks for the year 2005. He found that, eight
banks as per the CCR Score and four banks as per
BCC Score were positioned on the efficient frontier
He suggested that future studies should test the
existence of positive rank-order correlations betwe
efficiency scores obtained from DEA analysis and
traditional efficiency measures such as financial
ratios. His results further demonstrate that, AjARa
Bank and National Commercial Bank were placed
among the top ten Arab banks with a relative ragkin
of eight and ten respectively.

Moh'd Al-Jarrah (2007) is wused data
Envelopment Analysis (DEA) approach to investigate
cost efficiency levels of banks operating in Jordan
Egypt, Saudi Arabia and Bahrain over 1992-2000.
The estimated cost efficiency is further decomposed
into technical and allocative efficiency at both
variable and constant return to scale. Later oa, th
technical efficiency is further decomposed intoeur
technical and scale efficiency. Cost efficiencyrsso
ranged from 50 to 70% with some variations in
scores depending on bank’s size and its geogrdphica
locations. The results suggested that the samédéve
output could be produced with approximately 50-
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70% of their current inputs if banks under studyave
operating on the most efficient frontier.

Chansarn (2008) conduct a study aimed to
examine the relative efficiency of Thai commercial
banks during 2003 - 2006 by utilizing Data
Envelopment Analysis (DEA). Based on the sample
of 13 commercial banks, findings revealed that the
efficiency of Thai commercial banks via operation
approach is very high and stable while the efficien
via intermediation approach is moderately high and
somewhat volatile. In term of size, large, mediurd a
small banks, in average, were efficient via operati
approach with the average efficiencies of 100%.
However, small banks were the most efficient banks
via intermediation approach

AlKhathlan and Abdul Malik (2008) used basic
DEA models i.e. CCR and BCR to evaluate the
relative efficiency of Saudi Banks using annualadat
from 2003 through 2008. The results showed that, on
a relative scale, Saudi banks were efficient in the
management of their financial resources. In addlitio
the results would provide crucial information about
Saudi banks’ financial conditions and management
performance for the benefit of bank regulators,
managers and bank stock investors.

Kumar and Gulati (2008) conducted a study
aimed to measure the extent of technical, pure
technical, and scale efficiencies in 27 public sect
banks (PSBs) operating in India in the year 2004/05
The empirical findings of study revealed that PSBs
(Public sector banks) operate at 88.5 percent lefvel
overall technical efficiency i.e., inputs could be
reduced by 11.5 percent without sacrificing outut
all banks were efficient as 7 benchmark banks
identified by DEA. Further, the contribution of ea
inefficiency in overall technical inefficiency hasen
observed to be smaller than what been observed due
to managerial inefficiency (i.e., pure technical
inefficiency). The findings pertaining to returrs-t
scale in Indian public sector banking industry
highlight that the predominant form of scale
inefficiency is decreasing returns-to-scale. The
results of logistic regression analysis also previd
that the exposure of the banks to off-balance sheet
activities (i.e., non-traditional activities) hass@ong
and positive impact on the overall technical
efficiency of banks in India.

San O et al, (2011) in their study utilizes non
parametric Data Envelopment Analysis (DEA) to
analyze and compare the efficiency of foreign and

domestic banks in Malaysia. The analysis was based
on a panel data set of 9 domestic banks and 12
foreign banks in Malaysia over the period of 2002-
2009. Intermediation approach is used to define the
inputs and outputs in computerizing the efficiency
scores. Surprisingly, the findings are inconsistent
with most of the findings of previous studies where
the foreign banks were outperforming their domestic
peers in term of efficiency. Conversely, the firglof

this study shows that domestic banks have a higher
efficiency level than foreign banks, this imply tha
domestic banks are relatively more managerially
efficient in controlling their costs. The secondgs

of the empirical results was based on the Tobit
model, which suggests that the pure technical
efficiency (PTE) of banks in Malaysia is mainly
affected by capital strength, loan quality, expense
and asset size.

3. Methodology

The literature  distinguishes two main
approaches in measuring banking efficiency; a
parametric and a non-parametric approach in which
the specification of a production cost function is
required in both approaches.

The parametric approach engages in the

specification and econometric estimation of a
statistical or parametric function, while the non-
parametric method offers a linear boundary by
enveloping the experimental data points, known as
"Data Envelopment Analysis” (DEA). This study
uses non-parametric approach-Data Envelopment
Analysis (DEA) to estimate technical and economic
efficiency of Indian commercial banks. The main
objective of DEA is to determine which firms are
operating on their efficient frontier and whichnfis

are not. If the firm’s input-output combinationdien

the DEA frontier, the firm is considered efficieand

the firm is considered inefficient if the firm’'spnt-
output combination lies inside the frontier. The
present study uses the latest available publisia¢al d
for the year 2000 compiled by 2010.

3.1 Data envelop analysis

Data Envelopment Analysis (DEA) developed
by Charnes et al. (1978) is a linear programming
based technique. DEA occasionally called frontier
analysis is a performance measurement technique
which can be used for analyzing the relative
efficiency of productive units, having the same
multiple inputs and multiple outputs. It is a non-
parametric analytic technique which allows us to
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compare the relative efficiency of units as benatkma
and by measuring the inefficiencies in input
combinations in other units relative to the
benchmark. One of the earliest studies on DEA&gs th
study of Farrell (1957) who attempted to measuee th
technical efficiency of production in single inpand
single output case. DEA was originally developed by
Charnes, Cooper and Rhodes (1978) with the
assumption of constant return to scale (CRS) in
attempt to propose a model that generalizes the
single-input, single output measure of a DMU to a
multiple inputs, multiple outputs setting. Thus DMU

is an entity that uses input to produce output. DEA
was extended by Banker, Charnes and Cooper (1984)
to include variable return to scale (VRS). Up tavno
the DEA measure has been used to evaluate and
compare educational departments, health care,
agricultural production, banking, armed forces,
sports, market research, transportation and many
other applications.

DEA is a deterministic methodology for
examining the relative efficiency, based on theadat
of selected inputs and outputs of a number ofieatit
called decision—making units (DMUs). From the set
of available data, DEA identifies relative efficten
DMUs (which are used as reference points) which
define the efficiency frontier and evaluate the
inefficient of other DMUs which lie below that
frontier.

DEA is an alternative analytic technique to
regression analysis. Regression analysis appra@ach i
characterized as a central tendency approach and it
evaluates DMUs relative to an average. In contrast,
DEA is an extreme point method and compares each
DMU with the only best DMU. The main advantage
of DEA is that, unlike regression analysis, it does
require an assumption of a functional form relating
inputs to outputs. Instead, it constructs the best
production function solely on the basis of observed
data; hence statistical tests for significance ld t
parameters are not necessary (Chansarn, 2008).

Return to scale

Return to scale refers to increasing or decreasing
efficiency based on size. For example, a
manufacturer can achieve certain economies of scale
by producing thousand Integrated Circuits at a time
rather than one at a time. It might be only 100e8m
as hard as producing one at a time. This is an
example of increasing returns to scale (IRS). Gn th
other hand, the manufacturer might find it morentha

trillion times difficult to produce a trillion Ingrated
Circuits at a time because of storage problems and
limitations on the worldwide Silicon supply. This
range of production illustrates Decreasing Rettions
Scale (DRS). Combining the extreme two ranges
would necessitate Variable Returns to Scale (VRS).
Constant Return to Scale (CRS) means that the
producers are able to linearly scale the inputs and
outputs without increasing or decreasing efficiency
This is a significant assumption. The assumption of
CRS may be valid over limited ranges but its use
must be justified. But, CRS efficiency scores will
never be higher than that of VRS efficiency scohes.

a CRS model, the input-oriented efficiency score is
exactly equal to the inverse of the output-oriented
efficiency score. This is not necessarily true for
inefficient DMUs in the case of other return tolsca
assumptions. The CRS version is more restrictive
than the VRS and yields usually a fewer number of
efficient units and also lower efficient score amon
all DMUs. In DEA literature the CRS model is
typically referred to as the CCR model after the
originators of the seminal publication, by Charnes,
Cooper and Rhodes (1978).

CCR’s model: The model has developed the
Farrell's efficiency measurement concept from
several inputs and one output to several inputs and
several outputs. In this model (Charnes et al (1978
using a linear combination, different inputs and
outputs are changed into one virtual input and autp
which the ratio of these virtual combinations of
outputs to inputs will be the estimation of efficty
boundary for the measurement of relative efficiency
given that the yield is constant.

BCC’s model: In contrast to constant yield in the
above mentioned model, the BCC’s model (Banker et
al (1984)) assumes a variable output with respect t
the scale. In the model, the technical efficiensy i
decomposed to pure technical efficiency and scaled
efficiency in order to measure the output to seede
well as efficiency itself.

Mathematically, relative efficiency of a DMU is
defined as the ratio of weighted sum of outputs to
weighted sum of inputs. This can be written as:

f:: Ur Yro
ho = m (1)
Where:
S= number of outputs:
Ur= weight of output r:
Yro= amount of r produced by the DMU:
M=number of inputs:



Int. ] Latest Trends Fin. Eco. Sc.

232

Vol-2 No. 3 September, 2012

Vi= weight of input | :and,
Xio= amount of input | used by the DMU:

Equation 1 assumes CRS and controllable
inputs. While outputs and inputs can be measurdd an
entered in this equation without standardization,
determining a common set of weights can be difficul
(Avkiran, 1999). DMUs might assess their outputs
and inputs in a different way. This issue is angaer
in the Charnes, Cooper and Rhodes (known as CCR)
model. Charnes et al. (1978) developed the CCR
model that had an input orientation and assumed

CRS. The result of CCR model indicates a score
for overall technical efficiency (OTE) of each DMU.
In other words, this model calculates the technical
efficiency and scale efficiency combined for each
DMU. The CCR model addressed the above problem
by allowing a DMU to take up a set of weights that
maximize its relative efficiency ratio without the
same ratio for other DMUs exceeding one. Thus
equation 1 is rewritten in the form of a fractional
programming problem:

f:=1 Ur Yro

max ho =
il vixio

2
Subject to:

S
ea Ur¥70  £0r each DMU in the sample
Jiz1ViXio

Where j=1,...... , h (number of DMUS)

To measure efficiency, equation 2 is converted
into a linear programming problem. In equationh®, t
denominator is a set of constant and the numeistor
maximized:

max ho = f:zl UrYro (3)

m
fViXi0=1

=1

S . m . fa

J_ UrYrj = [_ ViXij <0,
Ur,Vi = €,

Therefore, in order to avoid the exclusion of an
output or an input in the calculation of efficiency
weightsu andv are not permitted to fall below non-
Archimedean small positive numbeis)( Equation 3
utilizes controllable inputs and CRS. It is a linea
programming  problem that models input
minimization.

Then, Banker et al. (1984) introduced the usage
of VRS that splits OTE into two components, hamely
pure technical efficiency (PTE) and scale efficienc
(SE). This is popularly referred as Banker, Charnes
and Cooper (known as BCC) model. The BCC linear
programming problem that calculates pure technical
efficiency is depicted in equation 4:

max ho = f:zl UrYro + Co (4)

m
fViXi0=1

i=1
* UrYrj— [T ViXrj—Co <0,
r=1 ] i=1 ]

Ur,Vi =z €,

On the whole, the former concerns about the
capability of managers to use the firms’ given
resources, while the latter refers to utilizing leca
economies by working at a point where the
production frontier shows CRS.

To discuss DEA in more detall it is necessary to
look at the different concepts of efficiency. Thesn
common efficiency concept is technicafficiency:
the conversion of physical inputs (such as the
services of employees and machines) into outputs
relative to best practice. In other words, giverreot
technology, there is no wastage of inputs whatsoeve
in producing the given quantity of output. An
organization operating at best practice is saidheo
100% technically efficient. If operating below best
practice levels, then the organization’s technical
efficiency is expressed as a percentage of best
practice. Managerial practices and the scale eraiz
operations affect tech Allocativefficiency refers to
whether inputs, for a given level of output and cfet
input prices, are chosen to minimize the cost of
production, assuming that the organization being
examined is already fully technically efficient.
Allocative efficiency is also expressed as a
percentage score, with a score of 100% indicating
that the organization is using its inputs in the
proportions that would minimize costs. An
organization that is operating at best practice in
engineering terms could still be allocatively
inefficient because it is not using inputs in the
proportions which minimize its costs, given relativ
input prices. Finally, costfficiency (total economic
efficiency) refers to the combination of technical and
allocative efficiency. An organization will only be
cost efficient if it is both technically and alldeely
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efficient. Cost efficiency is calculated as the gurot

of the technical and allocative efficiency scores
(expressed as a percentage), so an organization can
only achieve a 100% score in cost efficiency ifals
achieved 100% in both technical and allocative
efficiency.

3.2 The Data and model specification

This study includes 8 major commercial banks
of India, State Bank of India (SBI), Bank of India
(BOI), and Central Bank of India (CBI), Panjab
National Bank (PNB), and Union Bank of India
(UBI) as public bank and, ICICI Bank, HDFC Bank,
and Axis Bank as private bank. The annual balance
sheet and income statement used were taken from
different reports of Reserve Bank of India.

In the literature in the field, there is no
consensus regarding the inputs and outputs tha hav
to be used in the analysis of the efficiency of the
activity of commercial banks (Berger and Humphrey,
1997). In the studies in the field, five approacfas
defining inputs and outputs in the analysis of the
efficiency of a bank were developed, namely: the
intermediation approach; the production approach;
the asset approach; the user cost; the value added
approach. The first three approaches are developed
according to the functions banks fulfill (Faverodan
Papi, 1995). The production and the intermediation
approaches are the best known ones and the most
used in the quantification of bank efficiency (Seal
and Lindley, 1997).

In the production-type approach, banks are
considered as deposit and loan producers and it is
assumed that banks use inputs such as capital and
labor to produce a number of deposits and loans.
According to the intermediation approach, banks are
considered the intermediaries that transfer the
financial resources from surplus agents to the fund
deficit ones. In this approach it is considered the

bank uses as inputs: deposits, other funds, equity
work, which they transform into outputs such as:
loans and financial investments. The opportunity fo
using each method varies depending on
circumstances (Tortosa- Ausina, 2002). The
intermediation approach is considered relevant for
the banking sector, where the largest share ofigcti
consists of transforming the attracted funds inembk

or financial investments (Andrie and Cocris, 2010).

In the analysis we will use the following set of
inputs and outputs to quantify the efficiency ohka
in India:

e OQutputs: loans and investments
e Inputs: fixed assets, deposits, and
number of employees.

Before explaining the empirical DEA models for
estimating cost and profit efficiency, we disculss t
data and selection of inputs and outputs in the
subsequent section.

This study uses the intermediation approach to
define bank inputs and outputs. Under the
intermediation approach, banks are treated as
financial intermediaries that combine depositsplab
and capital to produce loans and investments. The
values of loans and investments are treated asioutp
measures; labour, deposits and number of employees
is inputs. Price information is necessary for anialy
cost efficiency therefore in this section we will
explain prices of inputs and calculation of them:

For the price of employees we used Employee
expense per capita (P1) which means employees
expense divided by number of employees. For the
price of deposits we used Average of interest pgid
the banks (P2) that could be calculated as aneistter
expense over total value of deposits and for poice
fixed assets (P3) we used depreciation costs @l fix
assets.

Table 1.Total economic efficiency (CRS model)

Bank 2000- | 2001- | 2002- | 2003- | 2004- | 2005- | 2006- | 2007- | 2008- | 2009- | 2010- | Average
01 02 03 04 05 06 07 08 09 10 11
SBI 0.819 | 0.882] 0.980 1 0999 0896 0.851 0.933 0968 11 0.938
BOI 0.853 | 0.933] 0972 1 0.978 0952 0.8y2 0.955 0.98089| 1 0.953
CBI 0.815 | 0.896] 0919 1 0.94y 0970 0.884 0.915 0.9200240| 1 0.916
UBI 0.822 | 0.851] 0.952 1 0936 095 0957 0969 0954 11 0.945
PNB 0.793 | 0.819] 0.885 0.928 1 0.817 0.851 0.996 0.918690] 1 0.906
ICICI 0.875 | 0.927] 1 0.993 0.979 0.947 0.945 0.984 0,966 0.965
HDFC 0935 1 0.920| 1 1 0.920 0.921 0.865 0.890 0947 1| .94%
Axis 0.883 | 0.981]| 0.858 0.730 0.899 0990 0983 1 080337 | 0.923
Average | 0.849 | 0.911] 0.93§ 0.956 0.966 0.924 0.902 0.952 520,90.960| 0.992 0.936
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4. Empirical result

The summary result for the analysis via
intermediation approach is presented in Tables

Table 2. Total Economic Efficiency (VRS Model)

Bank 2000- | 2001-| 2002- | 2003-| 2004-| 2005-| 2006-| 2007-| 2008-| 2009- | 2010-| Average
01 02 03 04 05 06 07 08 09 10 11
SBI 1 0982 1 1 1 1 1 1 0970 1 1 0.995
BOI 1 1 1 1 1 1 0995 1 1 1 1 0.999
CBI 1 0978]| 1 1 0999 1 0972 0.949 0935 0.940 1 0.979
UBI 1 0.990] 1 1 0981 1 1 0.987 0.968 1 1 0.993
PNB 1 0.986] 1 0990 1 0958 1 099 1 0.990 1 0.992
ICICI 1 1 1 1 1 1 09072 1 1 0988 1 0.998
HDFC 1 1 0.953] 1 1 0989 0945 1 0997 0950 1 0.98%
AXIS 1 1 0.897] 0.79q 0921 1 0992 09p4 1 0.929 1 0.957
Average | 1 0.992| 0.985 0.993 0.987 0.995 0.989 0.995 0.988820 1 0.991

Table 3.Technical Efficiency (CRSS)

Bank 2000-| 2001-| 2002-| 2003-| 2004-| 2005-| 2006-| 2007-| 2008-| 2009-| 2010- | average
01 02 03 04 05 06 07 08 09 10 11

SBI 0.897| 0.921 1 1 1 0.987 0.976 0.982 1 ! L 0.978
BOI 0.934| 0.974 1 1 1 1 1 1 1 1 1 0.99p
CBI 0.921| 0.900] 0.974 1 1 1 1 0.877 0.925 0.953 1 0.959
UBI 0.883| 0.896] 0.977 1 0.964 1 1 0.993 0.971 il 1 0.971
PNB 0.912| 0.906/ 0.983 0.976 1 0.920 1 0.967 0.965 0/984 0.965
ICICI 0.932| 0.957 1 1 1 1 1 1 1 0.983 1 0.988
HDFC 0.953 1 0.937 1 1 0.979 0.980 1 0.980 0.986 1 0.942
AXIS 0.908 1 0.887 0.750 1 1 0.995 0.9p9 1 0.963 1 0.955
Average | 0.918| 0.944] 0.969 0.96b 0.995 0.986 0.994 0.977800,90.983 1 0.969

Table 4. Technical efficiency (VRS model)

Bank 2000-| 2001-| 2002-| 2003-| 2004- | 2005-| 2006- | 2007-| 2008-| 2009-| 2010-| Average
01 02 03 04 05 06 07 08 09 10 11

SBI 1 1 1 1 1 1 1 1 1 1 1 1

BOI 1 1 1 1 1 1 1 1 1 1 1 1

CBI 1 1 1 1 1 1 1 0.962 0.989 0.985 1 0.994

UBI 1 0.998] 1 1 0999 1 1 1 0972 1 1 0.997

PNB 1 1 1 0994 1 0978 1 1 1 0993 1 0.997

ICICI 1 1 1 1 1 1 1 1 1 1 1 1

HDFC 1 1 0.965| 1 1 1 0981 1 1 0989 1 0.994

AXIS 1 1 1 08391 1 1 1 1 0963 1 0.982

Average | 1 0.999| 0.979 0.979 0.999 0.997 0.997 0.995 0.999910 1 0.995
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All computation was performed using DEA
Frontier program. The efficiency of commercial
banks in Indian was first examined by applying the
DEA approach for each year by using a common
frontier. We then examine the analysis by examining
the efficiency of private banks only, public banks
only and a pooled common frontier for all banks for
all years.

Tables 1 and 2, give results of efficiency scores
estimated according to the DEA method respectively
under the assumption of CRS and VRS. Scores
efficiency is obtained by calculating the average
score for each bank. The average efficiency score
over all the period is 0.936 with CRS and 0.98%wit
VRS.

Average total economic efficiency that shows
ability of firm in efficient allocation of inputs
according to their prices is equal to 0.991. Acawgd
to tables efficiency trend is increasing as it dased
from 2000 but again increased to efficient level in
2011. Among the banks during this period Bank of
India (BOI) and ICICI Bank respectively with 0.999
and 0.998 had the highest average efficiency and
Axis bank had the lowest average efficiency (0.957)

The evolution of technical efficiency scores by
banks ( VRS assumptions) over the considered period
reveals that Bank of India (BOI), State bank ofiégnd
(SBI), and ICICI bank have an stable tendency,
while Central bank of India (CBI) and Axis bank
have unstable ones. The special case of CBI,
decreasing tendency from 2006 to 2009 and
increasing after is due to the raise of the investm
and loans at the end of the period, while the isput
levels remained steady. Therefore, CBI banks were
more efficient in producing that specific assethwit
almost the same level of inputs than the othersyear

A more detailed analysis, of efficiency degrees
per banks groups (state owned and private) shows
that on average public banks are more efficiensone
except ICICI bank which is pioneer private bank in
the case of technology adoption in India.

For each year in the testing period, there are
more technically efficient Indian banks than
allocative and cost efficient banks (see tablefle T
mean technical efficiency score peaked at 1 in the
years 2000. It then decreased slowly for the rést o
the examining period till 2011. This could be
partially explained by the inability of most Indian
banks to capture the full benefits of upgradingrthe
equipment and systems, particularly in respect to
staffing level and branch locations.

Among the public banks, Bank of India (BOI)
and State Bank of India (SBI) show better
performance and are the most efficient banks and
Central bank of India (CBI) has the lowest effiggn
as compare to other public banks and among private
banks ICICI bank is the most efficient bank and sAxi
bank has the lowest rank.

The results show a fluctuating trend in
efficiency scores of banking sector operating ithidn
As per CCR models, banks’ efficiency increased
from 2000-01 to 2004-05 then from 2005-06 trend
faced a slight decline to 2007-08 and after that
increased slightly to efficient level as the scael
which means 100% efficiency in 2010-11. According
to BCC models, bank’s efficiency decreased from
2000-01 to 2002-03. In the next year it starts to
increase to 2005-06 and from 2006-07 to 2009-10
trends was unstable till to 2010-11 it increasedaup
efficient level 1.

The efficiency scores from the analysis clearly
indicate from the selected Banks, Public banks more
efficient with the highest efficient level as clogel
in all the years by both the models. It is clearly
shown that Indian financial market is still domigt
by public banks.

5. Conclusion

Using non-parametric approach Data Envelopment
Analysis (DEA) methodology enables us to estimate
economic, technical, and allocative efficiency. We
have run tests for each year, Public banks, private
banks, and for all banks for all years.

The results suggest that the mean overall or ecnom
efficiency was 100 percent in 2000, decreasing8o 9
percent in 2002, and remained unstable from 2003 to
2009 with fluctuating in percentage till 2010-11
which reached to 100 percent again.

The cost efficiency estimated for the banks under
study averaged 93% when the estimates are derived
under constant return to scale while the estimates
averaged around 99% under variable return to scale
over 2000-2010. The efficiency scores vary across
banks based on their relative size and across their
geographical locations. Based on the size, thee¢rg
banks are found to be relatively the most cost
efficient. These cost estimates suggest that theesa
level of output could be produced with approximatel
93- 99% of their current inputs if banks under gtud
were operating on the most efficient frontier.

When we decomposed the cost efficiency into
technical and allocative efficiency, the allocative
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efficiency scores in particular, vary considerably
based on bank’s size and bank’s geographical
location. The technical efficiency averaged around
99% for the banks under study with insignificant
differences among the banks under study. This

suggests that the banks under study might increase

one or more of their current outputs by around 1%
without reduction in their other outputs or withaut
need for more inputs. Bank of India averaged the
highest technical efficiency in both model whiles th
Central bank of India along with Axis bank averaged
the least under both constant and variable rettarns
scale.

The allocative efficiency scores averaged around
0.991 for the banks under study and the bank of
India, ICICI bank, and State bank of India are fdun
to be the most allocative efficient and realized an
efficient score the highest while the Axis banks ar
found to be the least.

Finally, while the India have implemented many
economic and financial reforms over the last desade
or so, these do appear to have positive impachen t
efficiency of the respective banking systems under

study and it shows an increasing trend in
performance of Indian banks caused by |IT
innovation, competition, better supervision, and

enlarged investment in new information technology
during the recent time period (2000-01 to 2010-11).
The banks were left with no option but to improve
their functional attitude, strategies and policiés.
this paper, while the author proposes ways to &ehie
compromise solutions, recommend further research
in the area to incorporate the dynamic nature ohsu
decisions.

In comparison with international standards, Indian
banks would need to improve their technological
orientation, to continue their efforts to reduce th

percentage of non-performing assets and expand the

possibilities for augmenting their financial acties
in order to improve their profit efficiency in theear
future.
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Abstract - Celebrity endorsements have been long been
used to promote companies’ products and strengthen
brands; however, celebrity endorsements can also be
linked to an increase in company stock prices. The
purpose of this paper is to examine the influencefo
celebrity endorsements on stock prices. An overvieof
the theoretical framework of the celebrity will be
applied to stock analysts and a review of the abnaral
returns of this influence will be presented.

Keywords - Marketing, stock-price, investor, celebrity
endorsement, efficient market, inefficient market,
behavioural finance.

1. Introduction

In traditional financial theory, capital
markets have been regarded as adherent to the
efficient-market hypothesis.  The efficient-market
hypothesis assumes a market where all informasion i
available to all investors. When prices refleds th
availability, the markets are considered efficient
(Fama, 1970). In the efficient-market hypothesis i
stated that investors with a well-diversified polits
cannot consistently earn more or less relativehéo t
market average (Mayo, 2010). According to the
efficient-market hypothesis, investors react so
quickly to changes in the news that markets remain
efficient; however, based on research, this has not
always been the case. The emerging field of
behavioral finance has placed this theory and the
rationality of investors in question. The argumint
behavioral finance is that individual investors mak
decisions based on heuristics and biases due to
limited time and information, and thereby develop
shortcuts to making decisions (Ackert & Deaves,
2009, p. 83). Investors who make decisions bagsed o
heuristics and biases do not make decisions with al
existing information, which leads to anomalieshe t
market. These anomalies are counterintuitive & th
concept of market efficiency (Ackert & Deaves,
2009). Upon study, there are many reasons why
these anomalies exist; however, one that has axtjuir
much attention deals with endorsements by Celebrity
stock endorsers (Barber, Lehavy, McNichols, &

International Journal of Latest Trends in Finance & Economic Sciences

IJLTFES, E-ISSN: 2047-0916
DOI: 10.007.12/ijltfes.2047.0916

Copyright © ExcelingTech, Pub, UK (http://excelingtech.co.uk/)

Trueman, 2001; Barber & Loeffler, 1993;
Karniouchina, Moore, & Cooney, 2009; Metcalf &
Malkiel, 1994; Womack, 1996). With the influence
of the Internet, online television, podcasts, and
YouTube, individual investors have unprecedented
access to information and celebrities and expexts ¢
reach a broader audience than ever before. This
reach has produced several event-study analyses tha
show market inefficiency and raise questions
regarding the implications of endorsements andkstoc
price returns for companies.

2. Celebrity Endorsements

Celebrity endorsements provide more value
than merely attracting customers to products. For
example, just the announcement of a celebrity
endorsement can result in a rise of a companytksto
price. For example, studies have shown when a
company announces that a celebrity will speak for
their product, an increase in the price of company
stock results (Agrawal & Kamakura, 1995). Not only
does the increase in stock price occur during the
initial announcement, the increase remains in effec
for the life of the advertisements or the celebsity
popularity.  Celebrity endorsements have offered
positive stock returns simply by virtue of the
favourable mention of their financial performance.
The presumed trustworthiness of endorsers entices
investors to purchase the stock without performing
due diligence. Marketing executives can use this
phenomenon to make brand and advertising decisions
and to increase the return on investment of margeti
operations for their companies.

Company leaders have long used celebrity
endorsements to increase awareness and salesrof the
products. To understand the effects of celebrity
endorsements and advertising, it is important to
provide a theoretical framework of the celebritydan
the foundational marketing definition. A celebrisy
traditionally defined as “a person who is well krmow
by the public” (Friedman & Friedman, 1979, p. 63).
This person is usually attractive and/or likeabhel a
may possess some type of expertise or achievement
(Kamins, Brand, Hoeke, & Moe, 1989).
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Celebrities are used in advertisements

In the case of these stock purchases, the most

because they enhance brand awareness and messageinfluential celebrity will be the professional expe

recall and produce a higher probability that
consumers will buy the product (Agrawal &
Kamakura, 1995). A celebrity’s achievements and
likeability alone will not entice consumers to
purchase products. To be effective as a celelantgl,
therefore influence stock prices, a celebrity must
possess traits that consumer’s desire and oneséth
traits is credibility. There are two models in the
literature that focus on the credibility of a ceigb—

the source credibility model and the source
attractiveness model (Erdogan, 1999).

2.2 Source Credibility and Attractiveness

Models

The source credibility model represents
someone who has expertise, trustworthiness, and
attractiveness (Dholakia & Sternthal, 1977; Doss,
2011; Ohanian, 1991). Expertise “refers to the
amount of knowledge that a source is perceived to
have about a subject” (Erdogan, 1999, p. 298).
Expertise is a key factor in determining the créityb
of the celebrity and has been shown to be the most
influential aspect of selling to the consumer
(Erdogan, 1999). Trustworthiness represents the
confidence that consumers place in the celebrity
advertisers and whether or not they believe heher s
is making valid statements (Amos, Holmes, &
Strutton, 2008; Ohanian, 1990).

Amos et al. (2008) concluded that the
trustworthiness of the celebrity is the most effect
part of the source credibility model and with
advertisements featuring celebrities as a wholee T
source attractiveness model integrates neatlytheo
source credibility model. The overlapping factor i
the two models is attractiveness (Ohanian, 1990).
is important to note that attractiveness does reamm
just the physical aspect of the celebrity advertise
Attractiveness also represents the celebrity’s
familiarity and likeability (Erdogan, 1999). When
analyzing the effect of celebrity endorsementsten t
price of stocks, it is important that the endorser
represent all three traits in the source credbilit
model to be effective. For many individual investo
the endorser of stocks may be the only source he or
she uses for stock purchase information for
retirement funds or other important monetary aspect
of their life and credibility is an important factn
making those decisions.

The celebrity endorser is represented in
three main personas: (a) the spokesperson, (b) the
endorser, and (c) the testifier (Erdogan, 1999n A
overview of the personas will be provided with a
focus on a professional expert. A spokesperson or
testimony by a celebrity is generally not going to
appeal to someone who is purchasing stocks. It is
critical that the endorser of the purchase be aer/x
in his or her field with experience of stock pursés.

endorser. The professional expert endorser is “an
individual or group possessing superior knowledge
regarding the product class endorsed and (who) has
obtained this knowledge as a result of experience,
study, and training” (Kamins et al., 1989, p. 63).
Because the purpose of this study is to look at
financials, it is important to note that researsher
have found that experts perform better for products
with high financial performance and therefore de t
most relevant for this review (Friedman & Friedman,
1979).

2.3 Celebrity Stock Endorsers

One of the most popular celebrity endorsers
of stocks is Jim Cramer. Cramer is the hosMafi
Money on CNBC. More than 250,000 viewers watch
Mad Money each day (Karniouchina et al., 2009, p.
245). Cramer's show is described as a mix of
“professional wrestling, infomercial, pitching, and
hyperkinetic game shows, all the while dispensing
stock tips to the couch potato investors” (Becker,
2005, p. 10). Cramer’s dynamic show attracts many
rookie investors who look to him for
recommendations. Neumann and Kenny (2007)
described Cramer as “a man who blurs the line
between creating business news and covering it” (p.
603). Cramer has critics and may not be appragpriat
for all investors; however, for the many people who
watch his show, there is no doubting the influence
that he holds (Lawler, 2009).

Cramer has source credibility and can easily
be categorized as a professional expert. Cramar is
graduate of Harvard College and a former hedge fund
manager at Cramer Berkowitz. During his tenure as
senior partner, he amassed a 24% rate of returbbfor
years (Kadlec, 2002) As far as trustworthiness goes
Cramer does not invest his own money and therefore
does not directly profit from the recommendatiors h
makes. Cramer holds a charitable trust and does no
have to make any disclosures when recommending
stocks to individual investors except that it isdhiey
his charitable trust. Knowing that Cramer is not
making money for himself may entice individual
investors to trust him without inhibition.

In addition to television show hosts like Jim
Cramer, other popular stock analysts must be
considered as celebrity endorsers. One of the most
popular and widely used stock analysts are The
Motley Fools, whose website has been described as
“the most popular internet stock chat website”
(Giacomino & Akers, 2011, p. 37). The Motley
Fools website often provides information that is
“contradictory to academics, often makes mistakes,
and should be critically evaluated” (Giacomino &
Akers, 2011, p. 44). However, even though this
information is well known, The Motley Fools and
their recommendations affect the stock market qisst
much as Jim Cramer and other analyst's
recommendations (Giacomino & Akers, 2011, p. 44).
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It is interesting to note that the mission statetsiexf

Jim Cramer and of The Motley Fools are very
similar. Cramer states that he wants to “educate
people, entertain people, and help them make money”
(Becker, 2005, p. 10). The Motley Fools mission
statement says that they are “here to educate,eamus
and enrich” (Giacomino & Akers, 2011, p. 37).
These mission statements have entertainment and
influence as core values. If the efficient-market
hypothesis was completely valid and investors only
bought and sold stocks based on effective financial
evaluations of financial performance, then the
financially unrelated investment advice and
entertainment value of Cramer and The Motley Fools
would have no weight in the capital markets;
however, event studies show otherwise.

3. Event Study Analysis

3.2  Mad Money

An event study analysis is critical in
determining the celebrity endorsement effect of Jim
Cramer on the efficient-market hypothesis. An éven
study focuses on variables that occur during a
specified period of time. In the past, event study
analyses have been used to analyze what type of
effect events have on profitability (Agrawal &
Kamakura, 1995). Results from event analysis
indicate that celebrity endorsements have positive
effects on the return of stock prices around theafa
endorsement. (Agrawal & Kamakura, 1995).

The three event studies analyzed for Jim
Cramer all show similar results: an increase in
volume of shares traded after Cramer’s
recommendations and abnormal stock returns greater
than 1.00% that decrease back to normal levels over
time (Karniouchina et al., 2009; Neumann & Kenny,
2007). Neumann and Kenny (2007) analyzed 216
recommendations by Jim Cramer from July 26, 2005
to September 9, 2005. During the first trading day
after a buy recommendation aired, “abnormal returns
of 1.06%, 1.09%, and 1.00% relative to the market
model, CRSP index, and historical mean (were)
realized” (Neumann & Kenny, 2007, p. 605). In
addition, the estimated volume for the particular
stocks increased by 27.78% the day after the show
date, suggesting abnormal buying and selling after
mentioning them on his show (Neumann & Kenny,
2007). Engleberg, Sasserville, and Williams (2006)
found similar results in their event study of 2Adgial
recommendations given by Cramer between July 28,
2005 and October 10, 2005 (p. 2). The cumulative
abnormal return for the study was 6.71% for itaueal
three days before the recommendation and 1.96%
overnight (Engleberg et al., 2006, p 2). A turnove
ratio was also computed in the study showing that t
volume of shares traded of “smaller firms is 31786 o
its typical size the day of recommendation, 890% th
day following recommendation, and 451% on the
second day following the recommendation”

(Engleberg et al., 2006, p. 7). Karniouchina et al

(2009) also showed abnormal returns of 1.07% and
1.23% on the opening and closing sections of the
show (p. 251). The event studies all portray the
increased volume and abnormal returns of the stock
picks of Jim Cramer.

When looking at Jim Cramer as a celebrity
and professional expert, it is apparent that even
though his show is not an advertisement, it is
definitely persuasive and is lacking ambiguous

statements normally involving stock picks
(Karniouchina et al., 2009). Contrary to an
advertisement where individuals watch paid

promotions, people watching Jim Cramer’s show are
actively looking for recommendations (Karniouchina
et al.,, 2009). Cramer’s expertise as a celebsty i
reflection of his track record. Even though Cratser
not trying to sell anything, his track record is
important to his career as a stock analyst
(Karniouchina et al., 2009). It is because of this
endorsement and professional value offered to naive
investors that abnormal returns occur after his
recommendations.

3.3 Analyst Recommendations

According to Barber and Odean (2008),
investors are more likely to buy rather than sell
stocks that catch their attention (Barber & Odean,
2008). With the explosion of information available
on the Internet, it has become increasingly easy fo
stocks to catch the attention of investors. When
analysts such as The Motley Fools change
recommendations, they advertise them publicly and
investors are able to buy or sell, reacting to them
immediately (Barber et al.,, 2001). Analyst
recommendations are key determinants of trading
volume from day to day. Investors react to changes
in recommendation by security analysts at the &nd o
the trading day (Barber et al., 2001). Abnormalsgr
returns from analyst recommendations are on average
4.13% for buy recommendations and 4.91% for the
sell recommendations (Barber et al., 2001, p. 561)

One of the most famous studies of analyst
recommendations occurred with the very popular
“Dartboard” column ofThe Wall Street Journal. In
the study by Barber and Loeffler (1993), stocks
picked in the “Dartboard” column by professional
experts ofThe Wall Street Journal earned abnormal
returns of 4% and abnormal volume for six daysrafte
the picks appeared in the column (Barber & Loeffler
1993, p. 277). In addition, one of the most famous
analysts, The Motley Fools, also shows abnormal
volume and returns. When The Motley Fools
announce a buy recommendation there is an average
price increase of $3.36 to $3.72 per share andhguri
the three day period following there is an average
increase of $6.08 to $6.87 per share. In addition,
there is a 126.53% increase in the volume of trades
during an announcement, followed by a 114.43%
increase the day after (Hirschey, Richardson, &
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Scholz, 2000, p. 68). This reinforces the belreftt
analyst's recommendations influence the buying
behavior of investors. The research suggests that
investors fail to do their due diligence when they
purchase stocks and instead follow the patterns of
celebrity endorsements by Jim Cramer and other
popular analysts.

3.4 Marketing Strategy

Investors seem to be looking to take
shortcuts when it comes to investing in stocks.e Th
heuristics involved show that many investors fail t
do their own research when it comes to stock picks.
These shortcuts using the recommendations of Jim
Cramer, The Motley Fools, and other analysts
provide an astonishing opportunity for marketing
executives. First, attention grabbing analysts and
news stories seem to produce abnormal stock returns
It is the individual investors and not institutibna
investors who are the most susceptible to purchasin
stocks that grab attention and produce news (Barber
& Odean, 2008). Marketing executives could
monitor these shows and analyst recommendations
for opportunities to sell products to investors.

One factor being studied is the effect that
ownership of a company stock leads to the purchase
of company products (Aspara & Tikkanen, 2008;
Frieder & Subrahmanyam, 2005). There is evidence
that the investors may buy the products of companie
because they are a stock owner (Aspara & Tikkanen,
2008). In traditional consumer behavior, the posit
attitude a person has about a company influences
their purchases (Aspara & Tikkanen, 2008).
Consumers are influenced on stock ownership and
product purchases because the stock has personal
relevance to them and the company’s brand (Aspara
& Tikkanen, 2010).

Aspara and Tikkanen (2010) found that
consumers manifest the personal relevance of a
product purchase in two ways. First, if a consuiser
evaluating two different stocks and they both have
the same financial returns and risks, the consumer
will be more willing to invest in the one that is
personally relevant. Second, if a stock purchase i
not producing the returns expected, a consumer may
be more willing to deal with the low financial rets
of a stock in which the consumer has no personal
relevance (Aspara & Tikkanen, 2010). According to
the survey sent out in the study, only 14.3% of the
respondents stated that they did not care whiatksto
to invest in if both had similar financial returasd
risk; accordingly, 85.7% of the respondents were
willing to invest in a stock for a reason beyonsl it
expected financial returns (Aspara & Tikkanen, 2010
p. 21).

From the research of stock purchases and
celebrity endorsements, it is apparent that inwssto
make decisions for reasons other than financial
returns. There are some heuristics and biases that

arise from investing and research shows that
anomalies exist and challenges to the efficientketar
hypothesis are evident. Marketing executives e u
this information to promote products and even their
stock in new ways. First, marketing executives can
identify domains the company’s product represent
and then target customers’ personal relevanceef th
company (Aspara & Tikkanen, 2010). Second,
companies could place reminders on packaging or
messaging related to investing in the company.
Significant partnerships with an online broker cbul
increase the reach for the company and the broker.
Third, companies could market products to buy and
stock to invest in. They could accomplish this
through shareholder advertising and promotion to
customers who already own company stock (Aspara
& Tikkanen, 2010). Celebrity endorsers could
provide the avenue through which to communicate
these strategies to customers.

Following the marketing framework
segmentation, targeting, and positioning, a plaridco
be developed using celebrity endorsers and inv&stor
The segmentation of the market represents a grbup o
customers who own the stock of a corporation.
Studies could be done to analyze whom this market
represents and products could be marketed dirextly
shareholders through the annual report or other
avenues. Using the demographics of the
shareholders, companies could target specific
populations with specific products that a company
could develop. Théybrid marketing concept of
selling not only stock but also products to the
consumer could produce a target audience that
companies do not normally serve and may produce a
form of brand loyalty to the products and the stock
Finally, a company could position itself to offer
products just to the investor. The opportunity to
market to these investors could open up a new
product or product line when dealing with these
implications. A celebrity endorser could be used t
introduce this information to customers. Sponsprsh
on shows such as Mad Money and analyst
recommendation sites offering discounts to
shareholders on products advertised by the endorser
open the door for company leaders to develop
strategies for stock price and brand loyalty.

4. Conclusion

The efficient-market hypothesis remains a
long-standing theory on how capital markets operate
Though regarded by many as fact, the literature
examining the decisions based on analyst
recommendations and famous celebrity endorsers
brings to the surface doubts regarding an efficient
market. There is a psychological process invoived
choosing investments and companies can analyze the
decision making process to market products and
stock purchases to shareholders and future
shareholders. Further research needs to be cadplet
regarding this literature. It is important to urstand
how widespread the effects of recommendation
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changes are and the possibilities of using them for
hybrid marketing strategies of stock purchases and
product purchases. In addition, could the berufit
running ads with positive analyst recommendations,
or placing a celebrity stock analyst in a commércia
for the companies, increase not only the brand
purchase but also the ownership in the company’s
stock? To further research the phenomenon that
occurs with celebrity endorsements and stock prices
a correlation could be conducted between the two
variables using larger than a three-month sampée si
This would help to establish that this was a cdasis
anomaly in the capital market. In addition, more
analyst and television stock advice could be aralyz
to determine exactly what type of celebrity
endorsement credibility and trustworthiness s
required to produce these anomalies in stock prices

References

[1] Ackert, L., & Deaves, R. (2009)Behavioral
finance: Psychology, decision-making, and
markets (1st ed.). South-Western College
Publisher: Oklahoma City, OK.

[2] Agrawal, J., & Kamakura, W. A. (1995). The
economic worth of celebrity endorsers: An
event study analysisJournal of Marketing,
59(3), 56.

[3] Amos, C., Holmes, G., & Strutton, D. (2008).
Exploring the relationship between celebrity
endorser effects and advertising effectiveness.
International Journal of Advertising, 27(2),
209-234.

[4] Aspara, J., & Tikkanen, H. (2008). Interactions
of individuals’ company-related attitudes and
their buying of companies’ stocks and products.
Journal of Behavioral Finance, 9(2), 85-94.

[5] Aspara, J., & Tikkanen, H. (2010). Consumers’
stock preferences beyond expected financial
returns: The influence of product and brand
evaluations. International Journal of Bank
Marketing, 28(3), 193-221.

[6] Babin, B. J., & Harris, E. (2010CB2 (with
review cards and CBAME.COM Printed Access
Card) (Student Edition) (2nd ed.). South-
Western College Pub.

[7] Barber, B. M., & Loeffler, D. (1993). The
“Dartboard” column: Second-hand information
and price pressureJournal of Financial &
Quantitative Analysis, 28(2), 273-284.

[8] Barber, B. M., & Odean, T. (2008). All that
glitters: The effect of attention and news on the
buying behavior of individual and institutional
investors. Review of Financial Sudies, 21(2),
785-818.

[9] Barber, B., Lehavy, R., McNichols, M., &
Trueman, B. (2001). Can investors profit from
the prophets? Security analyst recommendations
and stock returnsJournal of Finance, 56(2),
531-563.

[10] Becker, A. (2005). Jim Cramer is going “Mad.”
Broadcasting & Cable, 135(31), 10.

[11] Dholakia, R. R., & Sternthal, B. (1977). Highly
credible sources: Persuasive facilitators or
persuasive liabilities?Journal of Consumer
Research, 3(4), 223-232.

Doss, S. (2011). The transference of brand
attitude: The effect on the celebrity endorser.
Journal of Management & Marketing Research,

7, 1-11.

(12]

[13] Engleberg,J., Sasserville, C., & Williams J.
(2006).1s the market Mad? Evidence from Mad
Money. Unpublished manuscript, Kellogg
School of Management,  Northwestern
University, Evanston, lllinois, United States.
[14] Erdogan, B. Z. (1999). Celebrity endorsement:
A literature review. Journal of Marketing
Management, 15(4), 291-314.

[15] Fama, E. F. (1970). Efficient capital markets: A
review of theory and empirical worBournal of
Finance, 25(2), 383-417.

[16] Frieder, L., & Subrahmanyam, A. (2005). Brand
perceptions and the market for common stock.
Journal of Financial and Quantitative Analysis,
40(01), 57-85.

[17] Friedman, H. H., & Friedman, L. (1979).
Endorser effectiveness by product typeurnal

of Advertising Research, 19(5), 63-71.

[18] Giacomino, D. E., & Akers, M. D. (2011).
Examining an online investment research
service: The Motley Foolslournal of Business
& Economics Research, 9(1), 37-48.

[19] Hirschey, M., Richardson, V. J., & Scholz, S.

(2000). How “foolish” are internet investors?

Financial Analysts Journal, 56(1), 62.

Kamins, M. A,, Brand, M. J., Hoeke, S. A, &
Moe, J. C. (1989). Two-sided versus one-sided
celebrity endorsements: The impact on
advertising effectiveness and credibility.
Journal of Advertising, 18(2), 4-10.

(20]

[21] Karniouchina, E. V., Moore, W. L., & Cooney,
K. J. (2009). Impact of Mad Money stock
recommendations: Merging financial and
marketing perspectiveslournal of Marketing,

73(6), 244-266.



Int. ] Latest Trends Fin. Eco. Sc.

243

Vol-2 No. 3 September, 2012

[22] Kadlec, D. (2002). Cramer vs. Cramdime,
159(13), 54.

[23] Lawler, J. (2009). Who's got your back?
Entrepreneur, 37(9), 60.

[24] Mayo, H. B. (2010). Investments: An
introduction (10th ed.). South-Western College
Publishers: Oklahoma City, OK.

[25] Metcalf, G. E., & Malkiel, B. G. (1994). The

Wall Street Journal contests: The experts, the

darts, and the efficient-market hypothesis.
Applied Financial Economics, 4(5), 371-374.

[26] Neumann, J. J., & Kenny, P. M. (2007). Does
Mad Money make the market go mad?
Quarterly Review of Economics & Finance,
47(5), 602-615.

[27] Ohanian, R. (1990). Construction and validation
of a scale to measure celebrity endorsers’
perceived expertise, trustworthiness, and
attractivenesslournal of Advertising, 19(3), 39-
52.

[28] Ohanian, R. (1991). The impact of celebrity
spokespersons' perceived image on consumers
intention to purchaseJournal of Advertising
Research, 31(1), 46-54.



Int. ] Latest Trends Fin. Eco. Sc.

244

Vol-2 No. 3 September, 2012

Efficiency-wage Hypothesis and the Operational
Production Pattern

Brian W. Bresnahdh Nadeem Naqvf Carolin Schiirf
“Department of Radiology, University of WashingtBeattle, WA U.S.A.
"Department of Economics, Justus Liebig Univergigssen, Germany

"Department of Finance, Frankfurt School of Finagcklanagement, Frankfurt, Germany
lbr es@w. edu
2nadeem naqvi @\ rtschaft. uni - gi essen. de
3c. schuerg@s. de

Abstract - An economy’s production set is the collection
of all net output vectors that the economy is capadé of
producing with a given technology and fixed quanties
of primary factors of production. The boundary of this
set is called the production possibility frontier @ PPF.
We show that, if the efficiency-wage hypothesis hid, a
country’s PPF, though conceptually valid, is an
operationally irrelevant concept, because the econty
never operates on the PPF, which is a view that obigto
be appreciated in light of persistent unemploymenin
the new structure of economies of the post-#4Century-
crisis world.

Keywords: general equilibrium, production set, production
possibility frontier, efficiency wage, economic oyl labor
market, factors of production

1. Introduction

In mainstream economics, an economy’s
production set is taken to be the collection ofret
output vectors that the economy is capable of
producing, by transforming inputs into outputs, hwit
a given technology and with fixed quantities of
primary factors of productiohThe boundary of this
set is called the production possibility fronti®RF).

An essential feature of the production set of an
economy is that it is invariant to changes in marke
prices’ In such a case, there is umidirectional
relationship insofar as exogenous changes in
technology or fixed factor supplies can induce
changes in general equilibrium market prices, but
changes in market prices dot affect the structure of
the production set, nor shift its boundary in any
manner whatsoever. At a theoretical level, thisgpap
forms part of a program, the purpose of which is to
establish thabperationally the economy’s market-
invariant PPF is an irrelevant concept insofarhaset

is abidirectional relationship between an economy’s
actual production possibilities on the one hand, and
the general equilibrium market prices, on the ather
We accomplish the goal of establishing this clayn b
utilizing the efficiency-wage hypothesis in the
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manner of Solow (1979).

Egbert and Naqvi (2011) also achieve this
objective. However, they do so by embedding a small
open economy in an integrated world capital market,
so that under endogenous international capital
mobility, a government policy change can alter the
quantity of capital that locates in the countrydan
thereby change the structure of its economy’s
production set, andhter alia shift the boundary of
such a set. In this paper, we show that if the
efficiency-wage hypothesis holds, treperational
production pattern in the economy has nothing to do
with the concept of a PPF in economics as we know
it. Moreover, in contrast with Egbert and Naqvi, we
demonstrate that this is so both (a) without
international capital mobility in a small open
economy, and (b) in a closed economy.

Related work by Albert and Meckl (2001)
provides a canonical formulation of the Heckscher-
Ohlin  (HO) model with the efficiency-wage
phenomenon exhibited in both sectors of the
economy. This is based on the formulation of
Summers (1988). By making the effort function in
each sector depend on fixed, though intersectorally
differential, mark-ups on the economy-wide,
weighted-average wage rate (their reference wage),
their model simultaneously exhibits, both involugta
unemployment and stable inter-industry wage
differentials. In addition, they demonstrate tHgt4ll
properties, including the Stolper-Samuelson theprem
the Ryczynski theorem, and so on, hold, if factor
intensities are interpreted in the cost-share sermk
(2) that the result of immigration can be a lowgraf
the unemployment rate, whereas Foreign Direct
Investment (FDI) can raise unemployment. These
latter results are both quite startling — thougtirely
correct and intuitive — once the dependence of
unemployment changes on sectoral distribution of
employment is noted.

Our purpose here is different from that of Albert
and Meckl (2001). It is to demonstrate the
endogenous character of the operational PPF in the
face of persistent unemployment, in a Specific
Factors model.To this end, we adopt the efficiency
wage function used by Solow (1979).
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Shiller (2010) and Stiglitz (2011), among others,
call for endogenizing some variables that werehan t
pre-2F-Century-crisis world taken to be exogenously
specified in economic models. Blinder (2010) goes
further and asks for a complete overhaul of the
macroeconomics curriculum, and talks about
planning to drop the assumption of a single-interes
rate economy from macroeconomic models in the
next, 12" Edition, of his joint text with Baumdl.
These observations are driven by the failure of
macroeconomics to adequately predict or fully
comprehend the economic crisis impacting the global
economy starting in 2007 to 2008. Our primary
purpose in writing the current paper is to heed thi
call for change in the spirit of Blinder, Shillenc
Stiglitz.

Section 2 lays out the Specific Factors model
with the efficiency-wage hypothesis, and shows how
the pattern of production and the unemployment rate
are market dependent for a small open economy
without international capital mobility. Section 3
considers the effects of government-policy induced
market price changes on the production patterhen t
economy. Section 4 extends our result to the chae o
closed economy, so as to rule out any presumption
that such market-dependence of production pattern
arises from the openness of the economy. Section 5
contains concluding remarks.

2. Specific Factors Model with the

Efficiency-wage Hypothesis

Consider the standard Specific Factors model
with the efficiency-wage hypothesis built intd itet
all economic activity in an economy be divided into
two parts: Manufactured goodsl, and ServicesS,
produced by the technology embodied in the
following production functions.

M = F(e(w,)L%, Kp)
1)

and

S =G(H,Ky),
()

where LY is the number of unskilled workers
demanded in the manufacturing sector, &hd the
endogenously determined quantity of capital
employed in the manufacturing sector of the
economy, whereasl and{; are, respectively, the
number of skilled workers and the amount of capital
employed in service-sector production. In this
economy, capital is intersectorally mobile, but
unskilled labor is specific to manufacturing wherea
skilled labor is specific to services. Moreover Hq.
(1), e(w;) is the number of efficiency units of labor
delivered by each worker, with the property that it

rises as the unskilled wage rate rises, but at a
diminishing rate, so that'(w,) > 0 ande"(w,) < 0,
andw;, is the unskilled wage rafelf unskilled labor
employed in manufacturing is seen in terms of
efficiency units, instead of in terms of the numbér
workers employed, it would beN = e(w,)L?
effective units.

Each firm in the manufacturing sector is
perfectly competitive in the commodity market and
the capital market, where it behaves as a pricertak
It chooses how much capital to rent and how many
unskilled workers to hire. However, it also chooses
what wage rate to offer the unskilled workers stoas
maximize profit. In the labor market, thereforege th
manufacturing firms have a limited ability to
determine the wage offer. The unskilled wage rste i
thus a decision variable for each firm because a
higher wage rate induces each hired worker to deliv
greater efficiency. All firms are identical, as ait
workers, and capital is homogenous as well.

Here F(e(w,)L% K,,) andG(H,K,) areconcave
production functions that are characterized byh@
Inada conditions, including indispensable inpuii$, (
constant returns to scale, and (i) the law of
diminishing returns, which together imply that (iv)
inputs are co-operative.

First consider the case in which this is a small
open economy. Further, let services berthméraire
commodity, so that the price of the service sector
output equals one. Thep,, is the relative price of
the manufactures in terms of services. Additional
relationships that hold are

meK(e(WL)Ld'Km) = GK(H: Ks) =r
3)

and

(4)

Equation (3) asserts that, given that capital is
mobile across sectors, the values of marginal grodu
of capital are equal in both sectors, and theirroom
value equals the endogenously determined domestic
rental rate of capital, measured in terms of services,
and Eqg. (4) asserts that the demand and hence
employment of capital in the two sectors equals its
fixed supplyK, on the assumption thatis perfectly
flexible.

Additionally, the unskilled wage rate in the
economy is endogenously determined by

meL(e(WL)Ld' Kn) = wy/e(w,)
(5)

and
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X _
e(W)

(6)

where Eq. (6) is the well-known Solow elasticity
condition’ The unskiled wage rate, while in
principle perfectly flexible, is sticky ab,, which is
determined solely by Eq. (6), due to the incent¥e
the manufacturing firms to offer the wage that
minimizes cost with respect to a unit of effective,
effort-adjusted unskilled labor, rather than with
respect to raw, unskilled labor that is not adjddte
efficiency®

Finally, we have

GH(H' Ks) = Wy,
(7)

which determines the skilled wage rate. Notice that
the model, the two wage rates are also expressed in
terms of the samenuméraire commodity, viz.,
services.

Without loss of generality, assume that
manufactures are imported (implying that some
services are outsourced to this country by some
foreign countries). Thep,, is thedomesticrelative
price of the manufactures in terms of services, and
Pm = Pm +t, where p,, is the world price of
manufactures that this country takes as exogenously
given, sincep;, is determined on the world market
for manufactured goods. Here> 0 is the import
tariff that is exogenously imposed by the country’s
government. This tariff has a value that is lesmnth
tp, which is the prohibitive tariff that snuffs oull a
imports.

As already noted, from Eq. (6) alone, the value
of w, = w, is uniquely determined. With this, for
t = 0, which means that in free trade equilibrium,
from Eq. (3), Eq. (4) and Eq. (5%, = K.
Ks = Ks; andL® = [ are uniquely determined, as is
r = f, all of which are functions of the exogenous
variablesK, H, andp,,,. Finally, substituting foKs in
Eq. (7) uniquely determine®, as a function of the
three exogenous variables. Notice also that
unemployment of unskilled workers in the economy
is equal tol = L — L% > 0, which is a function also
of the fourth exogenous variablé, and this
unemployment arises as an equilibrium phenomenon,
because the manufacturing firms do not reduce the
unskilled wage rate for fear of facing reduced
efficiency of incumbent workers.

Once the equilibrium values of these endogenous
variables are plugged into the production functions
Eq. (1) and Eqg. (2), we also obtain the pattern of
production in the economyy and $, which lies
strictly inside the PPF because of the unemployment
of unskilled labor, despite full employment of both

capital and skilled labor in the economy. It can be
verified that the restrictions placed on the prdituc
functions and on the efficiency function ensuret tha
the general equilibrium supply curves for both fina
commodities are upward sloping. This is true intespi
of the fact that the economy operates strictlydesi
the PPF.

3. Policy Intervention

To see the effects of policy intervention, in
particular the effect of an import tariff, a diagras
helpful.

r _gpm +0F (@I, K,n) ”

wFi (@Y, ;em)'. __________ . G (A, R,

Figure 1
Graph of Equations (3) and (4), with t > 0

In Figure 1, the fact thab; is determined from
Eq. (6), which also determines(w,), from the
efficiency wage function, is utilized. Substitutifgy
these two values in Eq. (3), Eq. (4) and Eq. (59, w
obtainK,,, K5 and L?under free trade, for = 0, as
displayed in Figure 1. Suppose next that the
government imposes a positive tariff on the imports
of manufactures. That meamns> 0. Then, the left-
hand side (LHS) of Eg. (3) becomes higher,
displayed by a rightward shift of the curve
representing the value of marginal product of edpit
in manufacturing, as the (red) dashed curve. To
restore equilibrium, given the law of diminishing
returns, the employment of capital must rise in
manufacturing. In Figure 1, this is given &, >
K,,. With a given quantityK of capital in the
economy, this means that less capital is now
employed in the service sector as a consequence,
given byK; < K, in Figure 1.

Notice also that with more capital employed in
manufacturing, given that inputs are cooperatikie, t
value of marginal product of unskilled labor rises,
that the LHS of Eq. (5) becomes higher. Since the
RHS of Eq. (5) remains fixed due to Eq. (6), given
the law of diminishing returns, the employment of
unskilled labor must rise in manufacturing for
equilibrium to be maintained, so thdi® > L4,
thereby reducing unskilled unemployment in the
economy, whichisnow =L — [¢ < 1.

Due to the positive import tariff on
manufactures, a change in income distribution in
favor of unskilled workers occurs, simply because t
unskilled wage rate remains unchanged but
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unemployment is lower. Further, since the supply of
skilled labor,H, is exogenously given, the decline in
capital employed in the services sector lowers the
productivity of skilled workers, anithiter alia reduces
the skilled wage ratey,. This means thavy < wy

and total earnings of skilled workers decline. Also
with a fixed quantity of capital in the country, a
higher rental rate of capital implies that the aggte
earnings of capital owners rise. Notice that the
rightward shift of the curve representing the vabfie
marginal product of unskilled labor, the (red) dagh
curve, occurs due to two forces: an increase in the
domestic relative price of manufacturesmd an
increase in the employment of unskilled labor in
manufacturing.

Once again, under tariff protection, the new
equilibrium values of these endogenous variables ca
be substituted in Eq. (1) and Eq. (2) to obtainrtee
pattern of production in the economy, > M and
§ < §, which also lies strictly inside the PPF because
of the unemployment of unskilled labor despite full
employment of both capital and skilled labor in the
economy. The manufacturing sector expands,
because more unskilled labor and more capital are
employed under tariff protection, but the service
sector contracts since some capital gets extracted
from this sector.

4. Closed Economy

The economy considered so far is a small open
economy for which the domestic relative price of
manufactureg,, is exogenously fixed, either because
of equality with the parametric world price in free
trade, or due to that reason and a government
specified fixed import tariff. However, if the
economy is closedp,, has to be endogenously
determined, which happens due to the fact that
domestic demand for manufactures must be met
solely by domestic output supply, and by Walras, law
the service market will also clear. So, for a ctbse
economy, we have,

C™"(Ppy, S+pM — 1)+ y™ = M(p,,, K, H) .
8)

Where, in Eq. (8)C™ is domestic demand for
manufactured goodg; is the exogenoudump-sum
tax revenue collected by the government, rendering
S+ p,M — 7 as the disposable personal income of
the country, andy™ is the exogenousgovernment
demand for manufactures. With this specification,
Eq. (1) — Eqg. (8) constitutes the model of a closed
economy, and Eq. (8) serves to endogenously
determine the Walrasian general equilibrium
domestic relative price of manufactures, at a value

Pm = Pm-In a closed economy, the relative price is
an endogenous variable, but it is replaced hergvby
exogenous variableg™ andr.

Straightforward reasoning will show that an
increase in government demand for manufactures
will result in a rightward shift of the curve
representing the value of marginal product of edpit
in manufacturing, not unlike that represented in
Figure 1 as the (red) dashed curve. This is ana®go
to an increase in the import tariff on manufactures
because it will also raise the domestic relativiegor
of manufactures, although this will be @amduced
change rather than one that is exogenous in tifé tar
case.

To see this, consider an increaseyii. As is
evident from Eq. (8), this increases the domestic
aggregate demand for manufactures, which, by jtself
leads to an increase ip,, to, say, p,. As a
consequence, given upward sloping general
equilibrium  supply curves, the output of

manufactures rises t#, and this is accomplished,
one, by increased employment of capital in

manufacturing to K,,. Moreover, due to the
cooperative nature of inputs, greater employment of
capital induces increased productivity of unskilled
workers, so that the LHS of Eq. (5) rises. Since th
RHS of Eg. (5) remains unchanged due to Eg. (6), to
restore the equality in Eqg. (5), given the law of
diminishing returns, manufacturing firms must hire

more unskilled workers, say, which constitutes the
second cause of an expansion of the manufacturing
sector output. Naturally, unemployment falls fio
Clearly, consequent upon an increasg’™ there is a
rightward shift of the curve representing the vabfie
marginal product of capital in manufacturing in
Figure 1, due to both an increase if, and an
increase in.%.

Since capital supply is fixed, more capital
employed in manufacturing implies less of it wi#t b
employed in the service sector, causing the service

sector output to contract lﬁ and the skilled wage
rate also to fall toiws because of the reduced

productivity of skilled workers, since they havede
capital to work with, as seen from Eq. (7).

As with an import tariff on manufactures, there is
a similar change in factoral income distributionthw
skilled workers earning lessygH, while unskilled
workers as a group becoming better off due to lower
unemployment at the same wage ratg[¢. Also,
from (3) it is evident that with lower employmerft o
capital in the service sector, the RHS becomesehigh
due to the law of diminishing returns, so the renta
rate of capital rises t9, leading to an increase in the
income of capital owners ®KX.
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It can be verified that the consequences are
exactly the opposite if the government increases it
demand for services, instead of increasing its aeima
for manufactures. Are the consequences of a
reduction of government taxation omll the
endogenous variables exactly the same as the ®ffect
of an increase in government demand for
manufactures? The answer is “no.” This is due & th
fact that a reduction in lump-sum taxes leads to an
increase in disposable personal income, and given
positive marginal propensities to consunt®th
manufactures and services (adding up to 1), the
consumer demand for services also rises. This leads
to an increase in the aggregate demand for services
also, which, by creating an excess demand for
services at the pre-tax-reduction relative price of
manufactures, generates a force to reduce thivela
price. The final outcome, therefore, depends on the
relative magnitudeof the marginal propensity to
consume manufactures versus that to consume
services.

This much is clear: the increase in the relative
price of manufactures, in magnitude, will necedgari
be less under a tax reduction scheme than under an
increase in government demand for manufactures. It
could well be the case that the relative price of
manufactures falls, if the marginal propensity to
consume services is sufficiently greater than tbat
consume manufactures. The output supply response
of manufactures and services will correspondingly b
dependent on the direction and magnitude of the
change in the relative price of manufactures. Tthas
consequences for the economy are much more
complicated due to a tax reduction than due to an
increase in government demand for manufactures.

To obtain more precise inferences from the
effects of a tax-reduction policy, more restricon
would have to be placed on consumers’ preferences,
for example, that personal preferences are both
identical and homothetic. Such restrictions woutd b
helpful for positive-theoretic purposes of desdoipt
and prediction, though not for the normative pugpos
of policy prescriptiort? If all consumers do have
preferences that are identical and homothetic, the
behavior of all consumers can be portrayed by a
single consumption function for descriptive and
predictive purposes. Still, more information is dee
regarding both marginal propensities to consume the
two commodities and regarding the price elastigitie
of demand for the two commodities, to reach more
refined conclusions. This, incidentally, also exg®s
the weakness of macroeconomic thinking relative to
general equilibrium analysis, since in macroecomomi
analysis such issues are assumed away.

It is noteworthy that all of the phenomena
described thus far, whether for a small open ecgnom
or for a closed economy, arise well inside the RPF
we know it. Hence the redundancy of the concept of
the PPF, as immune from the influences of market

forces, is evident in our examination of the ecormom
issues involved.

5. Concluding Remarks

If stylized facts dictate, the efficiency-wage
hypothesis can be built into the service sector and
would apply to skilled workers. The exercise would
progress along similar lines, except that in thdsec
the skilled wage rate would become sticky, leading
the unemployment of skilled workers, instead of the
unemployment of unskilled workers, as in the model
of the current paper. The analysis, however, would
trivially be along the same lines, with the only
qualification that “unskilled labor” would be replked
by “skilled labor” in terms of the conclusions thag
have reached. The actual economy under examination
would determine which version of the model is more
applicable. Of course, there is nothing wrong in
assuming that the efficiency-wage phenomenon
arises in both sectors, and with regard to both
unskilled workers and skilled workers: for unskdlle
due to the fact that a higher wage rate providesemo
nutrition and hence more efficiency, and for the
skilled workers because a higher wage rate serves a
a disincentive to shirk by raising the opporturitst
of getting fired from the job. Both wage rates wehul
in such a case, become sticky.

Another extension would be to include an
internationally non-traded commodity, in the manner
of Batra and Naqvi (1989). This has the advantdge o
permitting an analysis of real exchange rate
variations, since this rate is the ratio of thecgrof
the non-traded commodity to the index of prices of
the internationally traded commodities.

Returning to the fundamental reason for our
writing this paper, we wish to emphasize, as Egbert
and Nagvi (2011) have done in the context of
international capital mobility, that a re-evaluatiof
the concepts and analyses we as economists are pron
to undertaking is warranted. In this instance, we
suggest a reconsideration with respect to the gince
of the PPF, on the so-called supply side of the
economy. We are, in fact, attempting to answer the
Blinder-Shiller-Stiglitz call for thinking anew the
conceptual basis of economic analysis in thé 21
Century, post-economic-crisis world.

The fundamental point we wish to emphasize is
that extremely valuable conceptual structures have
been built by economists in the past 200 yearpr s
and we are in the enviable position to utilize them
that only relatively minor, though considerably
judicious, decisions need to be made to direct our
attention to the economic reality that now facesass
opposed to the one that faced us in the past. Qlear
that it is not a case of agency failures. Rathdg a
case of a change in the structure of economies,
especially with respect to persistent unemployment,
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so that a slight change in thpproach to observation
will actually give us a way to comprehend the
structure of this new economic reality that has
emerged in the post-economic-crisis world.

Let us heed the call for a change in perspective,
while retaining and preserving the enormous
intellectual legacy we have been left by our
economist forefathers and foremothers. Amendments
to theory that Blinder, Shiller and Stiglitz havalled
for, i.e., to endogenize some variables and
relationships that have hitherto been treated as
exogenous in the post-21st-Century-crisis econgmies
are quite sufficient for explaining phenomena df th
structurally-different economies of the post-crisis
world.
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Appendix

This appendix contains notes that are materidid¢o t
issue, but could detract from the coherence of the
narrative in the body of the paper.

1. Typically, among other restrictions imposed on
this set, it is assumed that the set is (a) nontgn(ip)
compact (closed and bounded) and (c) convex.

2. For a classic treatment, see Koopmans (1957) and
Debreu (1959).

3. Unlike our objective, the Albert-Meckl (2001, p.
287) stated goal is to demonstrate that “all HQltes
have close ... analogues” in the HO model with the
efficiency wage function in each sector dependent o
a fixed sector-specific mark-up on their reference
wage. The more general formulation in Albert and
Meckl (1997) has the additional advantage that it
unifies and synthesizes a large body of diverse
efficiency wage models, primarily because they show
that their model entails a very useful propertyjolih
also obtains in their 2001 work, that the general
equilibrium outcome maximizes the gross domestic
product (GDP) of the country, although under an
additional linear resource constraint, so that the
envelope theorem properties of the constrained-GDP
function are preserved.
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4. In our formulation, as in Solow (1979), the
efficiency of unskilled workers (only in one seqtor
depends on thesal wage rate. While it is measured
in terms of services in our formulation, nothing
would be lost if the real wage rate were measuned i
units of manufactures.

5. See Baumol and Blinder (2009).
6. See Jones (1971) for the original formulation.

7. These properties have to hold locally for the
existence of equilibrium, though not for uniqueness
Uniqueness requires additional properties including
that the these conditions hoMw, € (0,»), with
e'(0%) = o ande'(x”) = 0.

8. The cross-partial derivatives of the two prodrct
functions are both positive. Intuitively this medhat
more capital increases the marginal productivity of
unskilled labor in manufacturing, and conversely.
Also, more capital employed in the service sector
raises the marginal productivity of skilled laband
conversely.

9.By substituting the right-hand side (RHS) of Eq.
(5) for the value of marginal product of labor sthi
follows from the first order condition of profit
maximization with respect to the unskilled wagerat

10. Solow (1979) writes, “The upshot is: if the wag
enters the short-run production function, a cost
minimizing firm will leave its wage offer unchanged
no matter how its output varies if and only if the
wage enters the production function in a labor
augmenting way.” (p. 81). This stickiness of thegea
rate arising from the behavior of firms, ratherrtlits
rigidity, is precisely the cause of unemployment
emerging as an equilibrium phenomenon despite the
willingness of unemployed workers to offer to work
for less. Moreover, thisntailedconstancy, instead of
imposedconstancy of the wage rate, can permit the
use of the fixed-factor-price constrained GDP
function that Neary (1985) proposes for a fruitful
unification and synthesis of the literature on
international capital mobility and minimum wage
rates in general equilibrium.

11. Other endogenous variable valuésgenerically
speaking, are to be similarly denoted in general
equilibrium for the closed economy.

12. For the soundness (acceptability) of normative
policy prescription, it would also have to be tlse
that all persons in the country actually have dyact
the same income, to which equal weights are atthche
in social evaluation unless, of course, the value
judgment is also advanced that equal weighizuld

be attached to unequal personal incomes in social
evaluation. Indeed, Sen (1979) writes, “given
homothetic preferences identical for all, the

market behavior of group of consumers can be
treated as if it were that of one consumer ...
While this renders distribution of income irrelevan
for explaining or predicting markdtehavior it does
not, of course, make distribution irrelevant sarcial
welfare! ... While for the purpose of studying market
behavior that assumption [of relevance of
distribution] can be dropped still retaining the
aggregation over the consumers, the same clearly
does not hold for making social welfare judgments.”
(pp- 27-28)

Thus, if itis the case that homothetic preferences
are identical for all persons in society, then ,thig
itself, fails to constitute a justification as tohw
equal weightsoughtto be assigned to persons with
different incomes, which is the implicit value
judgment inherent in the use of a ‘“representative
consumer’s” personal utility function as asocial
welfare evaluation function, simply because “ought”
cannot be deduced from “is.” On the other hand, in
addition to homothetic preferences identical fdr al
persons, if it is also assumed that all persons in
society have exactly the same income, in which case
equal weighting may be justifiable as a value
judgment for social evaluation, then the country
becomes indistinguishable from a person, as, for
instance, Robinson Crusoe without Man Friday
constituting a one-person society. We make no such
claim.
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Abstract - A survey conducted by the Indian Tea Board
reveals that 89 per cent people take tea as theiahit, 8
per cent for refreshing their mind and 3 per cent ér
appeasing hunger. Tea industry in India is directly
responsible for economic and social development far-
flung areas where almost no other economic activity
exists. The industry gives a prestigious identity téndia
as well as Assam in the international platform. Dudo
weak international and national (auction) prices oer
last few years, a worldwide tea sector crisis hadeen
observed, which is felt at its worst in India. It 8 not easy
to cope up with the changing situations in the tea
market. However, India has an alternative as far as
India has a large domestic market, with an increasig
trend. In this paper, an attempt to observe the prsent
consumer market in India and behaviour of the urban
non poor Indian tea consumers is made.

Key words: Auction, consumer, domestic market, price, tea.

1. Introduction

Tea, the world’s most popular and cheapest
beverage, also known as ‘chai’ in many languages
has a long history of about 5000 yeaf®a has
occupied an important place in Indian economy for
the last several decades [3]. Tea industry is acsou
of revenue for the country and it provides
employment opportunities to millions of people.
However, the industry is passing through a crisis
phase since late 1990’s. The market for Indianigea
changing day by day. In the international market,
Indian tea is losing its position due to high praored
poor quality [10]. Increasing competition and new
competitors are eating up India’'s share. However,
India has a huge domestic market for tea. Here also
tea has tough competition with soft drinks and pthe
beverages like horlicks, bournvita etc. The tradil
tea industry was production oriented. Now to meet
the competition, a new market orientation is
emerging. Now both, market creation and market
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matching are needed to face the demand of the
market [4]. New techniques of product promotion are
in demand to meet the competition.

Earlier, India had a higher share in export and a
small portion of total tea production was retairfed
home consumption. At the time of independence,
only 79 million kg or about 31 per cent of the
production of 255 million kg was retained for home
consumption. During that time, India had the highes
position in export market. However, in 1997-98066
million kg or almost 80 per cent of the productiai
838 million kg was domestically consumed, showing
an opposite situation [5]. Indian tea is loosing it
position in international field and hence it has to
manage its sale in the domestic market only. The
main reasons of this degradation are emergence of
new tea producers, increasing global competition,
higher cost of production, global standard of
pesticide control, poor quality of tea, defective
auction system, etc [8].

2. Indian Tea Consumers

It is very difficult to monitor tea consumption in
India. Firstly, it is a huge market and secondlgrge
number of local players have entered into the marke
The absence of accurate estimates had affected the
formulation of long-term industry wide action plans
Tea companies have realized the importance of the
growing domestic market and changing consumer
taste. Hence, packet tea has been gaining impertanc
and the number of tea brands in the markets has bee
increasing. Another significant change in the tea
market is that now manufacturers try to attract
consumers with the latest forms in packaging
technology.

Tea has a very large universe of consumers. In
this study 215 (two hundred fifteen) urban non poor
tea consumers belonging to the age group 20 to 60
are randomly selected from Assam; the largest tea
producer of India for interview and information are
collected about their tea drinking habits, prefdrre
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quality of tea, budget on tea, etc. The purchasing
behaviour of tea consumers has effected by many
factors. These are:

Table 1: The factors effecting consumer behaviour

SINo. | Factors Percentage
1 Price 5%

2 Brand 10 %

3 Appearance 2%

4 Taste 45 %

5 Colour 30 %

6 No idea 8%

Source: Field Survey
Table (Table 1) shows that only 5 per cent
consumers consider price as an important factor for
purchasing a tea. To find out the impact of price o
the preference of consumegg, (chi square) test has
been used.

Table 2: Price of tea and Consumer’s preference

Price Loose | Packet; Packet; Packet
(N=45) | Local National without brand
(N=34) (N=25) (N=15)
100 - 200 48.8 % 50 % 12 % 40 %
201 - 300 48.8 % 41 % 48 % 46 %
301-above | 24 % 9% 40 % 14 %

To find out the relationship between price of tea
and consumer’s preference to purchage; the null
hypothesis is that these two attributes are indegetn
that means price can not influence on purchasing
behaviour. (Table 4.62)

The table value gf?(Chi square) for 6 degree of
freedom and 5 % level of significance is 12.592 and
the calculated value is 20.24.

Therefore it shows that the calculated valug?of
(Chi square) is much higher than table value which
means that the calculated value cannot be said to
have arisen just because of chance. Hence the
hypothesis does not hold good or is rejected. Hence
price of tea can not change the preference of
consumers for a particular tea.

To see the consumer behaviour and price of tea,
the present study has collected primary data fiwn t

retailer.

Table 3: Tea Price and consumer preference

Table 3 shows that 25 per cent consumer prefers
loose tea and another 15 percent prefer packet tea
without brand. The price of both the type of teann
brand and loose) is lower compare to branded tea.
The observation of the retailer was that those
consumers who prefer loose tea and non branded tea
they belongs to lower income group. On the other
hand consumers belonging to higher income group do
not give much importance on price but they prefer
there brand even at a higher price.

Table 4: level of income and type of tea purchase

Type of tea Price range Consumer’s
of tea (in Rs)| preference (in %)

Packet  (Without| 120 -200 15
branded)

Loose tea 120 - 190 25
Packet (Local| 120 - 250 35
branded)

Packet  (National 270 - 350 25
branded)

Source: Field Survey

Income level Packet tea (N=| Loose tea (N=
129) 86)
5000 — 10,000 279 % 52.3 %
10,001 -20,000 58.1 % 30.2 %
20,001 - 14 % 175 %
30,000

To know if there is any co relation between two
attributes i.e. monthly income level and type of te
purchase of consumersy? (chi square) test was
undertaken. It is assumed that there is no relation
between these two parameters.

Calculated value of? (chi square) is 17 while
tabulated value for 2 degree of freedom and 5 %l lev
of significance is 5.991. Hence, it seems that the
calculated value is greater than the tabulatedevalu
and hypothesis is rejected. So it can conclude that
there is some type of relation between monthly
income level and type of tea purchase by the
consumer.

The table (Table 4.64) shows that consumers of
comparatively higher income group (Rs 10,000 to
30,000), prefer packet tea more. The price of packe
tea is more than that of loose tea. But the conssime
who prefer packet tea are indifferent about theepr
of the tea. They follow only their choice (tastelozir
and brand) to select a particular brand of tea.
Consumer survey reveals that consumer has a believe
that packet tea is more hygienic than loose tea.
Hence, they are indifferent about price of tea.

The survey of consumer behaviour for tea
reveals that 60 per cent of the consumers are
indifference to price, which signifies that theyefar
quality (taste and colour) even at a higher price.

Literature on consumer behaviour also reported
that price of a product has very negligible impait
consumers, human beings are creature of habit;
hence, habit has a strong role on purchasing a
product, rather than its price.
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Table 5: Preference for tea drinking

Reason of tea drinking Percentage
Habit 50
Refreshment 30
Without any reason 20

Source: Field survey

In the consumer survey, it was observed that 50
per cent of the consumers take tea as a habitt Hfabi
consumers refers to preference for a particulag tyfp
brand and quality.

Another observation of consumer behaviour
over quality is that they prefer the best quality b
using various sources of information like opinioh o
friends (30 per cent), opinion of neighbour (20 per
cent) and opinion of work companion (25 per cent)
on a particular tea brand.

The primary survey revealed that 70 per cent of
the consumers do not know about the type of tea the
are consuming (whether it is CTC, orthodox, green
tea, Assam tea or Darjeeling tea).consumers
understand about quality of tea like taste anduwolo
Study also observed that the expenditure on tea per
household comes less than 1 per cent of their rhonth
income. It signifies that they give less importamte
selecting brand and quality. Consumers are very
flexible in deciding a particular brand; they switc
over from one brand to another without any reason.

Many factors other than quality influence the
mind of the consumer at the time of buying a
particular brand of tea. These are

1. Shop display:

Attractive shop display can influence on the
buying decision of the consumers. Shop display
about health benefits of a tea or gift offer withea
can motivate the consumers.

2. Advertisement:

In the primary study it was found that
advertisement have very negligible impact (1 per
cent) on buying behaviour. However the
advertisement, that touches the emotion or given by
some renowned person (sports star, film actor etc.)
can influence the consumer to change his preference

3. Future benefit:

Consumers are more aware about immediate
future. Hence if the tea will gives such promises
(reduce heart disease, increase immunity etc.) to
protect the future, consumer will purchase it.

4. Self statement:

Most of the times people purchase products to
make a statement about them.

5. Influence of other:

It is a common nature of consumers that they
follow other people. Consumers always try to
purchase observing other’s behaviour and lifestyle.

To observe the importance of brands in
consumer’s buying behaviour of tea, researcher has
collected primary data.

Branding is one of the most important factors
influencing an item's success or failure in today's
marketplace.

The primary sources of the study have reported
that 58 per cent of the consumers prefer branded te
as branding gives them some assurance of quality.

The study observed that all the sample tea
consumers are aware about various tea brands
available in the market. However, while purchasing
particular tea, consumers prefer performance dof tha
tea. The 35 per cent of the consumers stateddbat |
brands could satisfy their need, while other 25 per
cent of the consumer prefers national brands.

Table 5: Awareness of consumers about tea brands

Type of tea Percentage Df
awareness

National brands 65 %

Local brands 13%

Both 22 %

From the study, it was found that all the sample
consumers are aware about national brands of tea.
They can promptly tell the names of national tea
brands like Tata, Redlebel, Taz etc. Around 65 per
cent of the consumers do not know about local tea
brands. The consumers who aware about local tea
brands are not the consumers of local brands.i$n th
study only one garden has its own brand name and
market share of local consumers.

The study also revealed that the entire branding
process of tea is done by some big corporate auctio
buyers like Tata, Tetley, etc. The tea producer
produce tea, but they are not bound to sell this to
retail market, so producers prefer auction consider
it an effortless process.

Around 60 per cent of the observed gardens do
not want to go for branding, but in today’s market
economy, branding is the only weapon for survival.

Brand awareness is increasing among consumers
and consumers are ready to pay for a quality poduc
However, information was found that all these
consumers are not loyal to a particular brand and
always curious to search the best product. Consimer
frequently change their preferences for a particula
tea, influenced by

O Friends

Friends have great influence on consumer’s
purchasing behaviour. Consumers are
strongly motivated by friends to change his
preference.
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a

All

Experience
Experience gathered from daily life
influence the consumer to change his
preference for a particular tea. For example:
if a consumer is offered a cup of tea in a
party and he finds the taste to be more good
than that of he consumes regularly,
definitely he will enquire for it. If his budget
allows, he will revise his own preference.
Advertisement

Consumers not blindly follow
advertisement; but some influential
advertisement, which can touch the emotion
of the consumers, will alter their preference.
Health consciousness

Increasing health  consciousness can
influence a consumer to modify his choice
for a particular tea.
the above factors

do

influence the tea

consumers to be disloyal for their tea. The obskrve
consumers of the study also stated that they are no
getting any particular brand of tea, which willffill

all the components of their preference (taste, wolo
flavour and price).

From retailer's point of view also, it was found
that 88 per cent of the retailers prefer packet tea
(branded or without brand) to sold. They also found
that packet tea is better in quality preservatioant
loose tea.

All the respondents know about local tea brands.
The study found only 35 per cent of the consumer
who purchase local brands. Others are not regular
consumer of local brands because:

a
a

Q

a

Local brands are not available in every stall
According to them, national brands are
better than local brands

They wish that the tea they are consuming
would be an international one. This is not
possible for local brands.
Packaging of national
attractive.

brands is more

On the other hand, the sample consumers (25
per cent) who prefer national brands, have reported
that the prices of national brands like Tata, Reelle
Taz, are comparatively higher than loose tea aad th
local brands.

Hence, all the observations reported that there is
not any single brand of tea available in Assam,
bearing promises of quality assurance and value. Th
available local as well as national brands have ver
limited influence on consumer’s buying behaviour.

3. Findings

From

the present research, following

observations are drawn about the marketing system

followed by tea producers and about the role of
ultimate tea consumers in retail tea market:

1)

2)

3)

4)

5)

6)

7

9)

The consumers of tea are indifferent about
their quality of tea. They do not know about
the type of tea whether it is CTC, orthodox,
organic, Assam tea or Darjeeling tea. The
tea marketer takes this as a big advantage for
market their brand as tea in general without
mentioning the type of tea they are selling.
Around half (50 per cent) of the consumers
take tea as habit and 45 per cent of them
prefer taste in tea purchasing. Therefore,
they will pay more for the tea having better
taste and suit to their habit.

The buying behaviour of a tea consumer is
a peculiar behaviour, because knowledge of
tea consumers on tea is very less.

Tea consumers have very flexible buying
behaviour. They frequently change their
preference for a particular tea.

Expenditure of consumer’s on tea is very
minimum, around 1 per cent of total
monthly income of the households. This is
one cause of ignorance about tea.

Among the various ingredient of tea,
consumers prefer taste, colour and flavour.
Consumers are always ready to pay more for
the best tea. They always prefer the best
performance.

Though it is said that advertising is the
powerful technique of product promotion,
the study revealed negligible impact of
advertising on tea consumers.

Consumers are highly influenced by friends,
neighbour and work companion while
purchasing a tea.

10) Price is a very important constituent of other

product, but in case of tea, price plays
minimum role in consumer’'s buying
behaviour while purchasing a tea. In case of
tea, consumers give more emphasis on taste,
colour and brand.

11) The result shows that brand awareness is

increasing among consumers. They are
always curious about the innovations and do
not hesitate to try a new product.

12) Consumers have knowledge about national

tea brands but possess limited knowledge
about local brands.

13) It was observed that consumers always

discuss about the new things they are
experiencing with their family, friends,
companions and neighbours. Opinion of
friends, neighbour, work companion and
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family discussion has very strong impact on
consumer’s purchasing behavior.

14) When consumers are not satisfied with a
particular tea, 90 per cent of the consumers
discourage others from buying it.

15) It was readily apparent from the data that
the competition is growing tougher and
tougher among the various types of tea i.e.
loose, packet without brand, packet national
brands and packet local brands of tea. All
the consumers of the study are willing to
buy a local brand of Assam tea. They will
pay more for better product. Only colorful
packaging and gift offer cannot attract
consumers. People always prefer best
quality.

16) Chi square test revealed that the type of tea
consumption does not depend on the
monthly income of the consumers.
Consumers are always ready to pay more for
the best product.

17) Retailers find it difficult to predict
consumer’s demand for a particular tea.

18) It was observed that the price of national
brands is comparatively higher than the
loose tea and local brands. Some varieties of
loose tea and local brands have equal price
with national brands. But consumers always
prefer national brands while choosing from
the three having equal price.

19) Not any strong local brand is found which
have a large universe of consumers.

4. Summary

The information gathered from the consumers of
tea shows that consumers are very much conscious
about their taste. They are ready to pay more for
better product. Colourful packaging and gift offan
attract very limited number of tea consumers. Reopl
always prefer best quality. Their view is that teés
National brands are serving better. They also find
local brands better but according to them, Assaan te
have not any powerful local brand, which can
compete with popular national brands like Tata,
Hindustan Lever Limited, Tetley etc. However,
consumers are waiting for such a local brand.

5. Market Promotion

Ever since the commercial production of tea had
started in India, the tea growers did not give much
attention on marketing as they always enjoy a
readymade market for their products (auction) hie t
recent past, due to oversupply of tea against déman

the market strategy has shifted from the sellerketar

to the buyer market [10]. In the present market
economy consumers are the kings and market decide
the products to be produced and sold [4]. Therefore
the grower must recognize the new challenges of the
market. Marketing is the key to withstand the pn¢se
deadlock. .Marketing helps in the development of
the standard of products and services and increases
the standard of all fieldsThough export market of
Indian tea is losing its position, the next altée

will be domestic market that has a trend of inogeas
in demand [1].

6. Conclusion

Drinking habits and lifestyles have changed in
the last 15-20 years and people are now willing to
pay more for quality tea. However increasing
consumer attention to the quality of products,
growing brand loyalty and active promotions by
manufacturers reflect a shift from unbranded to the
branded products. Advertising is the best option fo
tea companies to explain their specialty. To captur
the domestic market tea companies or packers can
target fairs, festivals, mandis (a local villagerked),
expos etc. for advertisement. Development from
grass root level will be beneficial in the long ri8o
the focus of the tea companies or producers shmld
the small ‘chaiwalas’ and the small hoteliers. Tria
packs offered at low price and promotions through
village fairs and targeting the women folk have
helped drive sales in the rural areas. Though
consumers are shifting towards packet tea,
consumption of loose tea is not very low. India has
large domestic market, which is expanding day by
day. The reason for enormous domestic consumption
is not due to a high per capita consumption but
because of a huge population. Although competition
is strong in the domestic market but this market
should be the basic platform for the Indian tea
growers.
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